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Abstract
An image fusion method is proposed on the basis of depth model segmentation to overcome the shortcomings of noise interference and artifacts caused by infrared and visible image fusion. Firstly, the deep Boltzmann machine is used to perform the prior learning of infrared and visible target and background contour, and the depth segmentation model of the contour is constructed. The Split Bregman iterative algorithm is employed to gain the optimal energy segmentation of infrared and visible image contours. Then, the nonsubsampled contourlet transform (NSCT) transform is taken to decompose the source image, and the corresponding rules are used to integrate the coefficients in the light of the segmented background contour. Finally, the NSCT inverse transform is used to reconstruct the fused image. The simulation results of MATLAB indicates that the proposed algorithm can obtain the fusion result of both target and background contours effectively, with a high contrast and noise suppression in subjective evaluation as well as great merits in objective quantitative indicators.

Keywords
Boltzmann Machine, Depth Model, Image Fusion, Split Bregman Iterative Algorithm

1. Introduction

Image fusion is to use different sensors to provide complementary information to increase the information of the image and to obtain more reliable and accurate image information. It is widely applied in the fields such as geographic information system, machine vision and biomedical engineering [1]. The mechanism of visible light is different from infrared imaging. The former mainly relies on the spectral reflection of the object to image, while the latter is formed through thermal radiation of the object [2]. Therefore, the visible light usually has a rich background information and it can better describe the environmental information in the scene, while infrared light can give better target characteristics. The fusion of infrared and visible light is to use the complementary information of these two images to combine the background information of visible light with the target features of infrared light, so as to improve the target recognition ability and environmental interpretation ability of human or machine [3,4].

However, infrared and visible images have different edge characteristics. To begin with, the visible
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light edges are much steeper than that of the infrared light, and their edges may miss and offset corresponding to the same scene in a capacity. Secondly, there are many low-frequency components in the infrared image, and the correlation between adjacent pixels is relatively low, which factors affect the accuracy of infrared and visible fusion significantly. At present, the fusion methods of basis-based wavelet have been used in the study on fusion of infrared and visible images. Zheng et al. [5] proposed a fusion method between infrared and visible image that based on shearlet transformation of infrared light and visible light images, which has a certain improvement in subjective visual effects and objective quantitative indicators. Wang et al. [6] proposed an infrared and visible image fusion method based on non-down sampled contourlet and sparse representations, which mainly formulated different fusion rules for different sparsity coefficients to achieve better results. Gan et al. [7] proposed an image fusion method based on discrete cosine transformation coded wavelet. Kong et al. [8] proposed an improved infrared and visible light fusion method based on nonsubsampled contourlet transform (NSCT) transform and intensity-saturation-hue-saturation transform. Shen et al. [9] put forwards to fuse infrared and visible images based on a Tetrolet transform, which method recovers the sparse coefficients of various rules by the optimization algorithm to obtain the fused image and reduces the amount of fused data effectively. However, these methods do not work well on the edge of the target and background, and artifacts are likely to occur.

In this paper, an infrared and visible light fusion algorithm is proposed based on depth model segmentation, and the flow is shown in Fig. 1. The second section establish a contour priori learning of deep Boltzmann machine (DBM) model. The third part uses a priori adaptive learning to get a clear

Fig. 1. Flow diagram of this paper.
contour of the object and the background, which can effectively preserve edge sharpness of target and background while handling the problem of noise jamming. The fourth section makes a comparison between the proposed method with the NSCT method, shearlet method and DBM-DWT method, and it proves that the method has certain advantages.

2. Establishment of a Depth Model

The deep learning model has attracted wider attention from scholars at home and abroad because of its excellent ability to learn complex data [10]. The deep learning model has a multi-sensing unit, which can form abstract data of higher level by combination of the low-level features to represent the distribution structure of data (images, sound and text) in a better way. Among them, the DBM [11] is developed rapidly as one of the structures. In [12], the authors proposed a target shape template based on DBM, which method is not only capable of producing a desired target shape consistent with the actual situation but also can be used to generate shapes different from the priori library. The main idea of this section is to estimate the high-level shape or contour through the deep learning of prior shape, and to integrate it into the underlying variational segmentation model by energy effectively, thus establishing the energy equation. Finally, the energy is optimized to obtain the required contour.

2.1 Contour Priori Learning of Deep Boltzmann Machine

The DBM is an extension of restricted Boltzmann neural network, and it includes more than one hidden layers of abstraction, with full layers between layers and no connections within layers. Generally speaking, contour can also be described as a two-layer representation, namely, high-level characteristics (local targets or overall targets) and underlying characteristics (edges or corners, etc.). The underlying characteristics have invariance property, while the high-level characteristics are globally descriptive and can be well understood in the case of external disturbances such as noise or deformation. In this paper, three-layer DBM is used for a priori learning. The model and the ordinary BM are shown in Fig. 2.

![Fig. 2. Ordinary BM and deep BM models: (a) ordinary BM model and (b) three-layer of DBM model is used in this paper.](image)

If a two-dimensional binary visible unit vector $v$ is used to represent an arbitrary shape, $h^1$ and $h^2$ are the underlying and high-level binary implicit unit vectors, then the energy of the depth Boltzmann machine with respect to the state $\{v, h^1, h^2\}$ can be defined as:
\[ E^{DBN}(v, h^1, h^2; \theta) = -v^T W^1 h^1 - (h^1)^T W^2 h^1 - (a^1)^T h^1 - (a^2)^T h^2 - b^T v \]  

(1)

where \( \theta = \{W^1, W^2, a^1, a^2, b\} \) is the model parameter, \( W^1 \) and \( W^2 \) are weight matrix (visible connection term) from visible unit to hidden unit and implicit unit to hidden unit, respectively. \( a^1 \) and \( a^2 \) represent the offset of the hidden unit (self-connection item), and \( b \) represents the self-connection items of the visible cell. The probability of the unit vector \( v \) is:

\[ P(v, \theta) = \frac{1}{Z(\theta)} \sum_{\theta} \exp \left( - E^{DBN}(v, h^1, h^2; \theta) \right) \]  

(2)

where the constant term is defined as [12]:

\[ Z(\theta) = \sum_{v} \sum_{h^1, h^2} \exp \left( - E^{DBM}(v, h^1, h^2; \theta) \right) \]  

(3)

For the given alignment of the training shape \( \{v_1, v_2, \cdots, v_n\} \), DBM learning is used to determine the weight matrix and self-connection in formula (1).

2.2 The Establishment of Partition Model

In the previous section, the weight and offset terms obtained by the DBM are implicitly determined by the probability distribution in the training library, which can be expressed as:

\[ P(v, h^1, h^2; \theta) \propto \exp \left( - E^{DBM} \right) \]  

(4)

The three-layer learning can effectively capture the hierarchical structure of the prior shape and the simple local features of the underlying detection shape, and then it will feed back to the upper layer, so that the upper layer can capture global features which are more complex [13].

Once the hidden layer state is determined, a contour can be generated by conditional probability inference.

Since the contour generation state is expressed in a probabilistic form, the probability is expressed here to represent the contour, and the vector \( v \) of the two-dimensional visible unit is defined by the shape \( q \). \( q \) is the contour probability representation \( q : \Omega \rightarrow [0,1] \).

Define upper layer contour constraints:

\[ E(q, h^1, h^2) = E^{DBN}(q, h^1, h^2, \theta) \]  

(5)

where \( \theta = \{W^1, W^2, a^1, a^2, b\} \) is the parameter model obtained from the previous section, and the states of the hidden layer states \( h^1 \) and \( h^2 \) can be estimated by the logic function as :

\[ P(v_j = 1|h^1) = \sigma \left( \sum_i W_{ij} h^1_j + b_j \right) \]  

(6)

where \( \sigma(x) \) is defined as a logical function:

\[ \sigma(x) = 1/(1 + \exp(-x)) \]  

(7)
Define the underlying model energy formula as:

\[ E_q(q) = \int_{\Omega} r_o(x)q(x)dx + \int_{\Omega} r_b(x)(1-q(x))dx + \int_{\Omega} r_e(x)\nabla q(x)dx \]  

(8)

Here, \( r_o \) and \( r_b \) are used to describe the area of the visible and infrared light image target and background, respectively, and \( r_e \) is used for edge detection. Given an initial target region, the (8) energy function is minimized to obtain the segmentation result of the target based on the underlying gray region and boundary contour information. Eqs. (5) and (8) are combined to establish the total energy equation [14]:

\[ E(q, h^1, h^2; \theta) = \left\| \nabla q \right\|_2^2 + \alpha_r q^T r - \alpha_s \left( q^T W^1 h^1 + h^1 W^2 h^2 + a^1 h^1 + a^2 h^2 + q^T b \right) \]  

(9)

\[ \nabla q = \int_{\Omega} r_e(x)\nabla q(x)dx \]  

is a weighted total variational model, \( r = r_o - r_b \). The contour prior of this three-layer structure is used as an upper layer information to give an guidance to the underlying data drive, and the segmentation result is obtained by minimizing the energy function.

The energy functional (9) with respect to shape is convex functional over a convex set, and it can be efficiently solved by split Bregman method to obtain a global minimizer. Each layer of hidden units can be computed by mean-field approximate inference, just as what has been done for DBM. It will be detailed in Algorithm 1.

Given the learned model parameters \( \{W^1, W^2, a^1, a^2, b\} \) and a new image \( u \) with a test shape, \( q \) is initialized as mean shape of the data-set, and \( h^2 \) as zero vector. Repeat the following steps 1 to 3 until convergence.

1. \( h^1 \leftarrow \sigma(q^T W^1 + W^2 h^2 + a^1) \)
2. \( q \leftarrow \arg \min \left\| \nabla q \right\|_2^2 + \alpha_r q^T r - \alpha_s \left( q^T W^1 h^1 + q^T b \right) \)
3. \( h^2 \leftarrow \sigma(h^1 W^2 + a^2) \)

Since the energy equation is a convex function for \( q \), the parameters \( q, h^1 \) and \( h^2 \) can be optimized using the split Bregman algorithm.

Algorithm 1. Split Bregman algorithm

1. First define \( z^k = (c^k_1 - u)^2 - (c^k_2 - u)^2 - \alpha (W^1 h^1 + b) \).
2. Calculate \( (q^{k+1}, \bar{d}^{k+1}) = \arg \min \left\| \bar{z} \right\|_2^2 + \alpha_r q^T \bar{z} + \frac{\lambda}{2} \left\| \bar{z} - \nabla q - \bar{d} \right\|_2^2 \)
3. \( \bar{d}^{k+1} = \text{shrink}_{\varepsilon} \left( \frac{\bar{z} + \nabla q^{k+1}}{\lambda} \right) \)
4. \( \bar{c}^{k+1} = \bar{d}^{k+1} - \bar{d}^{k+1} \)
5. Calculate \( \Omega^k = \{ x : q^{k+1}(x) > \tau \} \)
6. Upgrade \( c^1 \leftarrow \int_{\Omega_1^k} udx \) and \( c^2 \leftarrow \int_{\Omega_2^k} udx \)
Iterate from steps 1 to 6 until the condition $\| q^{k+1} - q^k \| < \epsilon$ is satisfied.

Where $u$ is the image to be segmented, $c_1$ and $c_2$ represent the average gray value of the interior and exterior of the region to be segmented in the image $u$ to be segmented, respectively. $\tilde{q}$ is the substitute variable introduced.

### 3. Fusion

#### 3.1 The Establishment of Partition Model

Define the trust level of the target area for the partitioned area:

$$C_i = \left[ 1 + e^{-\lambda_1 (\mu_f - \mu_b)} \right] \left[ 1 + e^{-\lambda_2 (\mu_f - \mu_b)} \right]^{-1}$$

where $\mu_f$ and $\mu_b$ represent the gray level mean of the foreground area of the $i^{th}$ segmentation target and the gray level mean of the background area respectively. $\lambda_1$ and $\lambda_2$ control the shape of the Sigmoid ($S$ function) function. $\mu_f$ and $\mu_b$ are the displacement (offset) of the $S$ function. If the gray level mean of a certain area is higher than the gray level average of the background area, the trust degree of the area belonging to the target area will be 1, otherwise 0. Then, the target area and the background area of the infrared light image will be mapped into the visible light image to realize the area segmentation of the original image.

#### 3.2 NSCT Decomposition

The NSCT transform [15] cancels the up sampling and down sampling of the image during image decomposition and reconstruction, so that it is not only multi-scale, local and directional, but also translation-invariant and sub-band images between the images of the same size and other characteristics.

The NSCT transform is mainly composed of a nonsampled pyramid (NSP) and a nonsampled directional filter banks (NS-DFB). The NSP filter satisfies the Bezout identity $H_0(z)G_0(z) + H_1(z)G_1(z) = 1$, where $H_0(z)$ and $H_1(z)$ are low-pass and high-pass decomposition filters, respectively, and $G_0(z)$ and $G_1(z)$ are corresponding synthesis filters. Similar to the NSP structure, the decomposition filter $U_0(z)$ and $U_1(z)$ in the NS-DFB and the synthesis filter $U_0(z)$ and $U_1(z)$ also satisfy the Bezout identity $U_0(z)W_0(z) + U_1(z)W_1(z) = 1$.

In this paper, NSCT transform is used to decompose the original infrared image, that is, to decompose through NSP and NSDFB, so as to acquire the sub-band coefficient $C_{jx}$ of original infrared image in high-frequency and the sub-band coefficient $C_j$ in low-frequency.

#### 3.3 Fusion Rule Making

For the target area, in order to maintain the target characteristics of the infrared image as much as possible, the following rules are formulated:
\[ C^F(m,n) = C^I(m,n), \quad (m,n) \in R_T \] (11)

where \( R_T \) represents the target area, and \( F \) and \( I \) represent the fused infrared image and the source infrared image, respectively. \( C(m,n) \) is the high frequency sub-band and low frequency sub-band coefficient after NSCT decomposition.

For the background area, the fusion is to extract more background details. Since the infrared and visible images have great differences in the gray values of the corresponding background parts, the structural similarity [16] is defined in the light of their corresponding background regions:

\[ S_{SSIM}(I_v, I_i) = \frac{2\overline{I}_v \cdot \overline{I}_i + C_1 \left( \frac{2\sigma_{ij} + C_2}{\sigma_i^2 + \sigma_j^2 + C_2} \right)}{\overline{I}_v^2 + \overline{I}_i^2 + C_1 \left( \frac{2\sigma_{ij} + C_2}{\sigma_i^2 + \sigma_j^2 + C_2} \right)} \] (12)

where \( \overline{I}_v \) and \( \overline{I}_i \) represent the mean values of the regions corresponding to the infrared light image and the visible light image, respectively, \( \sigma_i^2 \) and \( \sigma_j^2 \) are the variances of the corresponding regions, respectively, and \( \sigma_{ij} \) is the covariance of the corresponding region. The parameters \( C_1 \) and \( C_2 \) in the structural similarity are calculated as \( (k_1, I)^2 \) and \( (k_2, I)^2 \), respectively, where \( I = 255 \) (pixel values range of the eight-bit grayscale image), and \( k_1 \) and \( k_2 \) are minimum constants \( (k_1 << 1, k_2 << 1) \), respectively. For the convenience of calculation, the \( C_1 \) and \( C_2 \) values take special cases, that is \( C_1 = C_2 = 0 \).

In this paper, the coefficient is set by experience, and the experience threshold is 0.65. The following fusion rules are defined:

\[
\begin{align*}
C^F_{j,r}(m,n) &= \begin{cases} 
C^I_{j,r}(m,n) & \text{if} \quad E^i_{j,r}(m,n) \geq E^r_{j,r}(m,n) \\
C^I_{j,r}(m,n) & \text{if} \quad E^i_{j,r}(m,n) < E^r_{j,r}(m,n)
\end{cases} \\
\text{when} \quad S_{SSIM}(v,i) \geq \varepsilon
\end{align*}
\] (13)

\[
\begin{align*}
C^F_{j,r}(m,n) &= \begin{cases} 
C^I_{j,r}(m,n) & \text{if} \quad X^r(R) > X^i(R) \\
C^I_{j,r}(m,n) & \text{if} \quad X^r(R) \leq X^i(R)
\end{cases} \\
\text{when} \quad S_{SSIM}(v,i) < \varepsilon
\end{align*}
\]

where \( C_j(m,n) \) and \( C_{j,r}(m,n) \) are the low-frequency sub-band coefficients and the high-frequency sub-band coefficients in the \( j \)-scale \( r \) direction. The regional energy \( E_{j,r}(m,n) \) and region Significance \( X(R) \) is defined as:

\[ E_{j,r}(m,n) = \sum_{x=-(M-1)/2}^{(M-1)/2} \sum_{y=-(N-1)/2}^{(N-1)/2} C_{j,r}(m+x,n+y)^2 \] (14)
\[ X(R) = \frac{1}{|R|} \sum_{(m,n) \in R} \log |C_{j,r}(m,n)|^2 \]  

(15)

where \( |R| \) is the number of pixels in the region \( R \), and \( M \times N \) is the size of the local region, which is generally \( 3 \times 3 \) or \( 5 \times 5 \). For the timeliness of the algorithm, the value in the algorithm is \( 5 \times 5 \).

After processing through the coefficient combination rule, the obtained coefficients are inversely transformed by NSCT to gain the final fused image.

### 4. Experimental Results and Analysis

#### 4.1 Shape Iteration Results

MPEG7-CE-Shape database and 300 pieces of 300 class objectives are chosen for training. The hidden layer unit number in Boltzmann machine is set as 1600 and 800, and the number of iterations is set as 500 and 200 times. The iteration times for overall training is 1000, and simulation experience is carried out in MATLAB environment.

Result is fitted on a piece of image contour with interference, as shown in Fig. 3. It showcases several samples of the image during iteration process, and the curve in the first line is precisely in conformity with the target boundary. The second line indicates the corresponding contour probability representation that the segmentation shape that is almost the same as the contour can be obtained after 50 times of iterations.

Fig. 3. Iterative process of segmentation algorithm.

#### 4.2 Regional Segmentation Results

Fig. 4 shows the results of region segmentation based on the depth Boltzmann model. Fig. 4(a), (c) and (e) indicate the infrared images of the three infrared and visible images. Fig. 4(b), (d) and (f) are the results of the segmentation by the method. It can be seen that the algorithm of learning segmentation using the depth Boltzmann model of this paper can effectively obtain accurate target and background contours, which is beneficial to the determination and formulation of fusion rules in the target background region after NSCT transformation.
Fig. 4. Results of image region segmentation. (a) Infrared image 1, (b) regional segmentation result, (c) infrared image 2, (d) regional segmentation result, (e) infrared image 3, and (f) regional segmentation result.

4.3 Fusion Results

The performance of the fusion method has been verified by three sets of visible light and infrared light images, and the effectiveness of the proposed method has been testified by the NSCT fusion method [17], the shearlet fusion method [5], the region segmentation in this paper, and the DBM-DWT [7]. The NSCT fusion method uses the parameter setting criteria [17], the number of decomposition layers is set as 3, the scale decomposition filter uses a "maxflat" filter, and the direction decomposition filter uses a "dmaxflat" filter. The decomposition grade is set to be 2,3,3 from coarse to fine. In the shearlet fusion method, three-layer decomposition is carried out. In this paper, decomposition scales of the NSCT transform filter is 1, and other settings are the same as those in [17]. The parameters of the DWT decomposition are set in accordance with the literature [7]. The computer configurations in the test were: Windows XP operating system, Pentium Dual-Core E5400@2.70 GHz CPU, 2 GB memory. The platform used for algorithm programming is MATLAB 7.0.1.
Fig. 5. Comparison of several fusion methods (Equinox faces image). (a) Visible image, (b) infrared image, (c) NSCT method, (d) shearlet method, (e) DBM-DWT method, and (f) proposed method in this paper.

The source image of the first set of visible and infrared images is the registered Equinox faces image. Among them, Fig. 5(a) is the visible light image; Fig. 5(b) is the infrared light image; Fig. 5(c) shows the results of the NSCT fusion method, which basically has no ghosting and block, with a high definition, which reflects the ability of the NSCT transform to capture edge information. Fig. 5(d) is the result of the shearlet fusion method, in which the visual effect is slightly better than the former, with clearer details. Fig. 5(e) suggests the result of the fusion of the DBM-DWT method, that is, the internal contrast of the segmentation region is relatively high, yet there are some ghosting and blocks in the segmentation edge. Fig. 5(f) is the fusion method of this paper whose contrast is the highest in comparison, and even a small amount of texture information can be captured, with quite complete figure, which fully demonstrates the merits of NSCT transform in the image fusion cannot be replaced by DWT transform due to its translation invariance and multi-directional representation.

The second group is the registered TNO UN Camp image [18], as shown in Fig. 6. Fig. 6(a) is the original infrared light image, Fig. 6(b) is the original visible light image. By comparing the results of the four fusion methods in Fig. 6(c)–(f), we can find that the contrast obtained by the fusion method is relatively high, and maintains the complete image edge contour and texture detail information.
Fig. 6. Comparison of various fusion methods’ effect (TNO UN Camp image). (a) Visible image, (b) infrared image, (c) NSCT method, (d) shearlet method, (e) DBM-DWT method, and (f) proposed method in this paper.

The third group is the registered Bristol Queen’s Road image, as shown in Fig. 7. Fig. 7(a) showcases the original visible light image and Fig. 7(b) is the original infrared light image. Gaussian white noise with a mean value of 0 variance of 0.01 is added to the original image, and the image after noise is added as shown in Fig. 7(c) and (d), so as to further verify the superiority of the proposed algorithm in noise suppression. From Fig. 7(e)–(h), the noise fusion result of Fig. 7 and the enlarged result of Fig. 8, it can be clearly seen that the fusion method has the best effect on noise suppression after learning by the DBM method. The depth of Boltzmann-based segmentation method has the ability to learn and segment accurate target and background contours, and it can suppress noise better than pure NSCT and shearlet methods. Due to the fusion cannot be distinguished and the noise singularity of the high-frequency sub-band portion will also be affected by noise through NSCT transform and shearlet transform, the method in the paper has higher contrast and higher definition compared with the DBM-DWT method.
Fig. 7. Comparison of various fusion methods’ effect (Bristol Queen’s Road image). (a) Infrared image, (b) visible image, (c) adding noise infrared image, (d) adding noise visible image, (e) NSCT method, (f) shearlet method, (g) DBM-DWT method, and (h) proposed method in this paper.

Fig. 8 is a comparison of the image of all the fusion methods of Fig. 7 after enlargement of local area, wherein Fig. 8(a) is the fusion result of the NSCT method in [17], with clearer contour and better preserved edge characteristic. In addition, there is no Ghosting substantially, but with a lot of noise, which means that it has no suppression on noise. Fig. 8(b) shows the result of the improved shearlet transform fusion method proposed in [5]. As the result indicates, its edge is smoother, the distortion is smaller, and the contrast is higher, but there is no noise suppression. Fig. 8(c) shows the fusion result of the DBM-DWT method. It can be seen that the sharpness is higher than the first two methods due to its suppression of noise, but the contrast is relatively low, and the edge of the region is slightly distorted. Fig. 8(d) showcases the fusion result of the method. It can be clearly seen that the image overcomes the
edge oscillation while retaining the edge characteristics, and the visual effect is better than the former three methods, with the noise interference effectively suppressed.

![Fig. 8. Fusion effect comparison of local area. (a) NSCT method, (b) shearlet method, (c) DBM-DWT method, and (d) proposed method in this paper.](image)

<table>
<thead>
<tr>
<th>Fusion method</th>
<th>IE</th>
<th>AG</th>
<th>PSNR</th>
<th>Q_{eff}</th>
<th>T/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>The first set of visible and infrared images</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NSCT</td>
<td>7.66</td>
<td>7.45</td>
<td>39.58</td>
<td>0.79</td>
<td>101</td>
</tr>
<tr>
<td>Shearlet</td>
<td>7.86</td>
<td>7.61</td>
<td>38.26</td>
<td>0.76</td>
<td>289</td>
</tr>
<tr>
<td>DBM-DWT</td>
<td>7.74</td>
<td>7.85</td>
<td>38.89</td>
<td>0.72</td>
<td>262</td>
</tr>
<tr>
<td>Proposed method</td>
<td>7.96</td>
<td>8.05</td>
<td>39.83</td>
<td>0.86</td>
<td>351</td>
</tr>
<tr>
<td>The second set of visible and infrared images</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NSCT</td>
<td>6.74</td>
<td>6.43</td>
<td>30.56</td>
<td>0.68</td>
<td>488</td>
</tr>
<tr>
<td>Shearlet</td>
<td>6.53</td>
<td>6.15</td>
<td>32.47</td>
<td>0.71</td>
<td>541</td>
</tr>
<tr>
<td>DBM-DWT</td>
<td>6.59</td>
<td>6.41</td>
<td>32.12</td>
<td>0.64</td>
<td>447</td>
</tr>
<tr>
<td>Proposed method</td>
<td>6.83</td>
<td>6.93</td>
<td>34.15</td>
<td>0.79</td>
<td>474</td>
</tr>
<tr>
<td>The third set of visible and infrared images</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NSCT</td>
<td>5.23</td>
<td>4.22</td>
<td>19.23</td>
<td>0.51</td>
<td>453</td>
</tr>
<tr>
<td>Shearlet</td>
<td>5.46</td>
<td>4.86</td>
<td>21.23</td>
<td>0.55</td>
<td>563</td>
</tr>
<tr>
<td>DBM-DWT</td>
<td>6.18</td>
<td>4.18</td>
<td>30.12</td>
<td>0.61</td>
<td>621</td>
</tr>
<tr>
<td>Proposed method</td>
<td>6.36</td>
<td>5.91</td>
<td>32.56</td>
<td>0.70</td>
<td>787</td>
</tr>
</tbody>
</table>

In order to evaluate the fusion performance objectively, five image evaluation indicators in [19] were used to quantify and compare, namely IE (information entropy), AG (average gradient), PSNR (peak signal to noise ratio), Q (edge retention), and T (image recovery time). The quantitative evaluation index of the fusion methods used in the experiments on infrared and visible images are shown in Table 1.

As shown in Table 1, the DBM-DWT method is slightly different from the NSCT method and the shearlet method in terms of edge retention, and other indicators are similar to the first two methods, with some indicators even better. In addition to the runtime cost of this method slightly more than that of the DBM-DWT method, the shearlet method and the NSCT method, other indicators are better. It
can be seen from the third set of data that the proposed algorithm and the DMB-DWT method have obvious suppression effects compared with the other three methods against the influence of noise, so the algorithm has certain advantages as far as comprehensive performance concerned.

5. Conclusion

In this paper, an infrared and visible light fusion algorithm is proposed based on depth model segmentation. The learning method is used to obtain the clear contour of the target and background adaptively, so as to effectively preserve the edge definition of the target and the background and effectively suppress the noise. Then, the target contour and the background contour are merged with the corresponding fusion rules separately. The method can effectively overcome the shortcomings of infrared and visible image fusion, that is, they are easy to be interfered by noise and produce artifacts, which will lead the target contour to be unclear and have low contrast. Finally, the effectiveness of the proposed algorithm is proved through experiments.
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