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Abstract
Camera calibration is an important part of machine vision and close-range photogrammetry. Since current calibration methods fail to obtain ideal internal and external camera parameters with limited computing resources on mobile terminals efficiently, this paper proposes an improved fast camera calibration method for mobile terminals. Based on traditional camera calibration method, the new method introduces two-order radial distortion and tangential distortion models to establish the camera model with nonlinear distortion items. Meanwhile, the nonlinear least square L-M algorithm is used to optimize parameters iteration, the new method can quickly obtain high-precise internal and external camera parameters. The experimental results show that the new method improves the efficiency and precision of camera calibration. Terminals simulation experiment on PC indicates that the time consuming of parameter iteration reduced from 0.220 seconds to 0.063 seconds (0.234 seconds on mobile terminals) and the average reprojection error reduced from 0.25 pixel to 0.15 pixel. Therefore, the new method is an ideal mobile terminals camera calibration method which can expand the application range of 3D reconstruction and close-range photogrammetry technology on mobile terminals.
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1. Introduction
Camera calibration is a crucial step during 3D information retrieval process from 2D images which has extensive application in the field of photogrammetry, machine vision and 3D reconstruction [1]. Since the inception of two-stage calibration method raised by Tsai [2,3] in 1986, camera calibration technology has been a research hotpot in the field of machine vision and 3D reconstruction [4,5]. Up to now, the mainstream camera calibration methods include traditional calibration method, active vision-based calibration method and self-calibration method [6].

The active vision-based calibration method uses a simple algorithm to obtain ideal linear solution with high robustness. However, limited by its high systematic costs and expensive experiment equipment, it cannot be popularized in practical production and application [7,8]. The self-calibration method has strong flexibility, which can realize on-line calibration [9-11]. However, it has poor robustness due to the
repetitive dual image indefinite and least square solution restraints in absolute dual conic curve [12]. As for traditional calibration method, the two-stage calibration method (proposed by Tsai [2]) and the Zhang’s calibration method [13,14] are most classical methods. Zhang [13,14] introduces a method which uses multiple planar patterns to calibrate overall internal and external camera parameters based on Tsai’s two-stage method. Pursuant to planar pattern statistics and image statistics, this method calculates the homography matrix between images and patterns to restrain internal camera parameters and meanwhile adopts absolute conic principle to calculate internal and external parameters. Although Zhang’s calibration method is complex and computationally intensive, it has good robustness, which directly promotes machine vision technology from laboratory to practical application.

With the proposal of Zhang’s calibration method, many scholars have made further research in this field. Aimed at the problems of camera lens distortion, Liu and Li [15] proposed an improved two-stage calibration method based on Zhang’s calibration method, and improved the analytical solution by using the least square method, which improved the robustness of the initial value. Liu and Xie [16] raised a camera calibration method based on coplanar points. Through the study on camera model and distortion model, this calibration method uses the nonlinear least square method to optimize internal and external calculation processes. In addition, many scholars have applied camera calibration technology to machine vision and 3D reconstruction fields and achieved favorable achievements [17–20].

Considering the continuous development of camera calibration technology, Li and Zhao [21] point out that the existing camera calibration methods, which relying on complex software systems and operating procedures. According to relevant literature review, the current camera calibration methods are all operated on PC terminals. There are few researches on camera calibration methods based on mobile terminals. Besides, corner detection occupies significant amount of computation with low time efficiency, and tedious internal and external parameter iteration process, which hinders the application of visual measurement and 3D reconstruction technology in the field of mobile terminals. In order to realize the fast camera calibration on mobile terminal, and solve the problem that the traditional calibration method can’t adapt to the mobile terminal environment with limited computing resource. This paper proposes an improved fast camera calibration method based on Zhang’s calibration method. The method introduces camera lens radial distortion and tangential distortion, and elevates calibration precision and simultaneously optimizes internal and external parameter iteration process through nonlinear least square Levenberg-Marquardt algorithm so as to obtain the ideal linear solution more efficiently. Fast camera calibration on mobile terminals can expand the application range of machine vision and close-range photogrammetry technology.

2. Design of Improved Camera Calibration

2.1 Overview of Camera Calibration

Camera calibration includes two coordinate conversion processes. The first is the transformation from 3D world coordinate system to the 3D camera coordinate system. The corresponding parameters during this transformation include rotation matrix, rotation vector and translation vector. The second is the transformation from the 3D camera coordinate system to the 2D plane coordinate system (pixel coordinate system). The corresponding parameters during this transformation include focal distance and principal point. Since existing camera calibration methods are not suitable for fast and accurate
calibration of internal and external camera parameters on mobile terminals with limited computing resource, this paper presents an improved fast camera calibration method, which focus on the influence of camera lens distortion on calibration precision and the low efficiency of initial estimate parameter iteration.

2.2 Overview of the Design

In light of the constancy of phone camera (hereinafter referred to as ‘camera’) lens focal distance and lens distortion with varying degrees, this paper attempts to improve the Zhang’s planar calibration method based on pinhole imaging model (hereinafter referred to as pinhole model). Firstly, for camera lens distortion, this method introduces lens radial distortion and tangential distortion and establishes a nonlinear distortion camera model. Secondly, this method resorts to the calibration pattern to retrieve calibration pictures and test corner information in calibration planar images during the camera calibration process. Subsequently, internal and external initial estimate camera parameters are calculated according to the homography relationship between the world coordinate system and the camera coordinate system in the camera model and optimized by the Levenberg-Marquardt algorithm to derive ideal internal and external camera parameters. Finally, calculate lens distortion parameters and improve parameter precision with the nonlinear least square multi-iteration calculation method. The camera calibration technical route shows in Fig. 1.

Fig. 1. Technical route diagram.
3. Improved Camera Calibration Model

According to the linear relationship between spatial coordinates and image coordinates in pinhole model, the problem of solving camera parameters is transformed into a linear formula. Since the calibration methods mentioned in literature review [2-3,13] simply take radial distortion into consideration but excludes tangential distortion, this paper proposes an improved fast camera calibration method to address camera distortion problem.

3.1 Camera Imaging Model

Camera image shooting process is actually optical imaging process which involves world coordinate system, camera coordinate system, image coordinate system, pixel coordinate system, and the transition among the four systems. The linear camera model solves the problem of the correspondence between the world coordinate system and pixel coordinate system in 3D scene, and provides the basis for the calculation of internal and external parameters of the camera. The relationship between coordinate systems in linear pixel model is shown in Fig. 2.

Fig. 2. Coordinate system diagram in pinhole model.

According to the characteristics of coplanar points, a camera calibration model based on pinhole model is established. The relationship between pixel point coordinate \( m = [u, v]^T \) of 2D image and scene point coordinate \( M = [X, Y, Z]^T \) of 3D space can be seen in the linear pinhole model. In the pinhole model, the homography relationship between planar pattern and \( \bar{x} \) is augmented vector and the homogeneous coordinate of \( m \) and \( M \) (the last element + 1) can be represented as \( \bar{m} = [u, v, 1]^T \) and \( \bar{M} = [X, Y, 1]^T \). By reference to the pinhole model, the relationship between 3D point \( M \) and image project point \( m \) is shown as follows:
where $s$ is an arbitrary scale factor, $K$ is the internal camera parameter matrix, $[R \ t]$ is the external camera parameter matrix, $(u_0, v_0)$ is the principal point coordinate, $f$ is the camera lens focal distance, $d_x$ and $d_y$ are respectively the physical sizes of each pixel in the image plane in $x$ and $y$ directions (because of technical limitations, each physical pixel point is rectangular, but not strictly square), and $c$ is the parameter which describes the angle inclination of two coordinate axis.

### 3.2 Nonlinear Distortion Optimization Model

Ideal camera model is the pinhole model, which is a kind of linear model. In the pinhole model, objects and images show similar triangle relation. The derivation of above coordinate system formula conforms to the linear pinhole model. However, due to the limitations of camera processing technology and installation, the image points, the projection center and the space points of images are not collinear. Pixel offset (i.e., image distortion) mainly includes the radial distortion, tangential distortion and thin prism distortion (thin prism distortion is very small, so it is not considered). Image distortion exists in the nonlinear form, which not only causes the irregular image distortion, but also affects the accurate calibration of internal and external camera parameters. Therefore, it is necessary to correct the distorted images. The distortion correction model can be expressed as:

$$
\begin{align*}
(x_u, y_u) &= (x, y) + (\delta_x(x, y), \delta_y(x, y))
\end{align*}
$$

where $(x_u, y_u)$ is the ideal point coordinate, which is calculated by the linear pinhole model. $(x, y)$ is the coordinate of actual image point. $\delta_x$ and $\delta_y$ represent nonlinear distortion value related with the position of image point in the image pattern. According to the characteristics of mobile terminal camera, radial distortion and tangential distortion are introduced respectively.

Radial distortion is caused by the form imperfection of camera lens. Formula (3) is the radial distortion model function without high-order terms:

$$
\begin{align*}
\delta_{xu} &= k_1 x (x^2 + y^2) \\
\delta_{yu} &= k_2 x (x^2 + y^2)
\end{align*}
$$

Tangential distortion of the lens is caused by different eccentricity of optical system. Eccentricity means that the optical center of the lens assembly is not completely in a straight line. Formula (4) is the tangential distortion model function without high-order terms:

$$
\begin{align*}
\delta_{xd} &= p_1 (3x^2 + y^2) + 2p_2xy \\
\delta_{yd} &= p_2 (x^2 + 3y^2) + 2p_1xy
\end{align*}
$$

Distortion correction function model can be derived from formula (2), (3), and (4), $k_1$, $k_2$, $p_1$, $p_2$ in the model are four nonlinear distortion coefficients.
\begin{align*}
\delta_x &= k_1 x(x^2 + y^2) + p_1(3x^2 + y^2) + 2p_2 xy \\
\delta_y &= k_2 x(x^2 + y^2) + p_2(x^2 + 3y^2) + 2p_1 xy
\end{align*}

(5)

Under ideal conditions, the intersection of the optical axis and the image pattern on physical image coordinate system should be located in the center of the image. However, deviation might occur due to the limitations of camera processing technique. If the initial point of image in the physical coordinate system \((x, y)\) is \((u_0, v_0)\) on the image coordinate system \((u, v)\), then the physical size of each pixel point on the image plane in \(x\) and \(y\) directions are \(d_x\) and \(d_y\), respectively. Limited by the technique, the side length of these physical pixel cannot be consistent. Therefore, each pixel of the image in the two coordinate systems meets the following conditions:

\begin{align*}
\begin{cases}
    u = x_u/d_x + u_0 \\
    v = y_u/d_y + v_0
\end{cases}
\end{align*}

(6)

The corresponding homogeneous coordinate and matrix form is:

\[
Z_c \begin{bmatrix} u \\ v \\ 1 \end{bmatrix} = \begin{bmatrix} 1 \\ \frac{1}{d_x} \\ 0 \\ 0 \\ \frac{1}{d_x} \\ 0 \\ 0 \\ 1 \end{bmatrix} \begin{bmatrix} f & 0 & 0 & 0 \\ 0 & f & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix} \begin{bmatrix} 0 & 0 & -u_0 & 0 \\ 0 & 0 & -v_0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix} \begin{bmatrix} R & T \\ 0 & 1 \end{bmatrix} \begin{bmatrix} x_w \\ y_w \\ z_w \\ 1 \end{bmatrix} = M_1 M_2 \vec{x}_w
\]

(7)

\(M_1\) is internal camera parameter while \(M_2\) is external camera parameter. The formula contains rotation matrix and translation matrix.

### 4. Parameter Calculation and Optimization Method

In light of the homography relationship between calibration planar pattern and image and the constraint conditions of internal and external parameters [13], this method utilizes the homography relationship between 3D coordinate in calibration planar pattern and pixel coordinate in imaging pattern to solve internal and external camera initial estimate coefficients and find optimal solution through iteration. For obtaining more accurate internal and external parameters, this method uses nonlinear least square Levenberg-Marquardt algorithm to optimize the iterative calculation of internal and external camera parameters.

#### 4.1 Homography Relationship and Internal Parameter Constraint

Internal and external parameter calculation is a key step to achieve accurate camera calibration. Taking the homography relationship between planar pattern and image as the constraint condition, this method supposes the \(Z\) coordinate of planar pattern in world coordinate system is 0, then:

\[
s \vec{m} = H \vec{M} \text{ and } H = K \begin{bmatrix} r_1 & r_2 & t \end{bmatrix}.
\]

In addition, as stipulated by internal parameter constraint condition, if \(H = \begin{bmatrix} h_1 & h_2 & h_3 \end{bmatrix}\), then the following formula can be accordingly derived:

\[
\begin{bmatrix} h_1^T & -K^{-1} & h_1 \end{bmatrix} \begin{bmatrix} h_2 \\ h_3 \end{bmatrix} = 0.
\]

For a given homography matrix, there are eight degrees of freedom and six external parameters (there are three parameters in the rotation matrix and another three parameters in the translation vector), from which the two basic constraints of internal parameters can be derived.
In the process of parameter calculation, a closed-form solution [13] is firstly given and the initial estimates internal parameter matrix is calculated on this basis. In addition, the external parameter matrix can be calculated by the internal parameter matrix. The second step is to estimate the nonlinear optimal solution according to maximum likelihood estimation. The last step is to detect the radial distortion of lens and derive the analytic and nonlinear solution.

4.2 Nonlinear Optimization of Initial Estimate Parameters

Since the closed-form solution is calculated by the minimum algebraic distance without any physical meanings, it needs to be improved by the maximum likelihood estimation theory. Assuming that the noise of pixels in the image follows the same independent distribution, the maximum likelihood estimation can be summed by the formula (8), wherein $n$ is the number of patterns and $m$ is the number of corner points in each pattern picture:

$$
\sum_{i=1}^{n} \sum_{j=1}^{m} \left\| m_{ij} - \tilde{m}(K, R_i, t_i, M_j) \right\|^2
$$

The minimum value of formula (8), namely the nonlinear optimization problem, can be solved by the algorithm of Levenberg-Marquardt algorithm [22,23].

4.3 Distortion Correction and Parameter Optimization

The classic Zhang’s calibration method only considers the two directions of radial distortion, and ignores tangential distortion. Thus, there are a certain degree of errors in calibration results. The method mentioned in literature [16] among the other existing methods, considers radial distortion and tangential distortion, and improves the calibration precision, but it involves large amount of calculation and cannot be effectively implemented on mobile terminals with limited computing resources. This paper optimizes the parameters iteration process by considering radial distortion and tangential distortion, and improves the efficiency and accuracy. High precision calibration results can be obtained by applying the distortion to the correction of the linear method. Based on camera parameters in Section 3.2 and distortion model derived from formula (2)–(5), the optimization problem of the distortion model is transformed into the least squares problem. The distortion parameters of the checkerboard corner are obtained by selecting the 3D coordinates of the checkerboard corner and calculating the corresponding image coordinates. In addition, aiming at the internal and external camera parameters solved in Section 4.2 as the initial estimation, this paper uses the nonlinear least square Levenberg-Marquardt algorithm to solve the minimum value of the objective function $F$ to further estimate more accuracy internal and external camera parameters.

In $n$ calibration pattern images, there are $n \times m$ corner points. The objective function $F$ is established by using the minimal residual to optimize calibration parameters in formula (8).

$$
F = \sum_{i=1}^{n} \sum_{j=1}^{m} \left\| m_{ij} - \tilde{m}(K, k_1, k_2, p_1, p_2, R_i, T_i, M_j) \right\|^2
$$

wherein $m$ represents the number of controlling points in the image $i$, $M_j$ represents the corresponding model points in the world coordinate system, $\tilde{m}(K, k_1, k_2, p_1, p_2, R_i, T_i, M_j)$ represents the projection of $M_j$ on image $i$, and $R$ and $T$ represent the external parameters of image $i$. 

1088 | J Inf Process Syst, Vol.15, No.5, pp.1082~1095, October 2019
5. Algorithm Implementation and Results Analysis

5.1 Algorithm Implementation

Based on aforementioned principle, workflow and algorithms, this paper utilizes Android system as the development platform and uses Java language to develop a fast calibration applicable for Android camera. The equipment module in the experiment is Millet 3 (Nvidia Tegra4 CPU@1.8 GHz, 2 GB memory, 4.4 (API 23) Android version, rear camera with 13 million pixel and camera lens focal distance of 29 mm). Calibration processes and results show in Figs. 3 and 4 (the data in Fig. 4 is described in detail in Table 1).

![Fig. 3. Camera calibration interface.](image)

![Fig. 4. Camera calibration result.](image)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_x$</td>
<td>2,938.88</td>
<td>2,852.27</td>
<td>2,864.28</td>
<td>2,948.46</td>
<td>2,945.73</td>
<td>$f$: 29 mm</td>
</tr>
<tr>
<td>$f_y$</td>
<td>2,914.97</td>
<td>2,829.12</td>
<td>2,829.12</td>
<td>2,916.87</td>
<td>2,916.11</td>
<td>$f$: 29 mm</td>
</tr>
<tr>
<td>$u_0/mm$</td>
<td>1,228.40</td>
<td>1,219.59</td>
<td>1,226.37</td>
<td>1,230.48</td>
<td>1,228.65</td>
<td>1,223.50</td>
</tr>
<tr>
<td>$v_0/mm$</td>
<td>1,644.10</td>
<td>1,627.35</td>
<td>1,663.24</td>
<td>1,654.50</td>
<td>1,650.38</td>
<td>1,631.50</td>
</tr>
<tr>
<td>$k_1$</td>
<td>0.03661</td>
<td>0.05614</td>
<td>0.00437</td>
<td>0.04045</td>
<td>0.03917</td>
<td>-</td>
</tr>
<tr>
<td>$k_2$</td>
<td>0.77369</td>
<td>0.31591</td>
<td>1.75857</td>
<td>0.89785</td>
<td>0.84215</td>
<td>-</td>
</tr>
<tr>
<td>$p_1$</td>
<td>0.00090</td>
<td>0.00035</td>
<td>0.00113</td>
<td>0.00121</td>
<td>0.00117</td>
<td>-</td>
</tr>
<tr>
<td>$p_2$</td>
<td>0.00266</td>
<td>0.00164</td>
<td>0.00537</td>
<td>0.00317</td>
<td>0.00301</td>
<td>-</td>
</tr>
<tr>
<td>Average reprojection error</td>
<td>0.12033</td>
<td>0.12792</td>
<td>0.13301</td>
<td>0.12891</td>
<td>0.12540</td>
<td>-</td>
</tr>
</tbody>
</table>

5.2 Analysis of Experimental Results

In order to verify the feasibility and accuracy of the proposed calibration method, calibration experiments are carried out on Android devices, and the camera calibration accuracy evaluation method [24] was adopted to test its feasibility. Then, the accuracy is verified by visual reconstruction.

**Experiment I.** In the feasibility verification experiment of camera calibration, the calibration model is checkerboard- calibration model (9×9 array and 10 mm×10 mm check). The test equipment retrieved
100 calibration model images from different angles and randomly divided them into five groups for experiments. Some model images after retrieving corner information according to Harris corner test algorithm [25] are shown in Fig. 5. In these figures, each corner has arrows of different lengths and directions, representing pixel offset (distortion) corresponding to different sizes and directions. Fig. 6 shows part of the model images processed by distortion correction, in which the shadow region is distortion and stretched to eliminate part of the image distortion.

![Fig. 5. Corner retrieval calibration image.](image1)
![Fig. 6. Pattern image distortion correction diagram.](image2)

![Fig. 7. Corner reprojection error.](image3)
![Fig. 8. Average pixel error of each image.](image4)

Projection error of each corner point can be calculated through the pixel errors as shown in Figs. 7 and 8. Fig. 7 shows the corner coordinate error of back-projected by each corner point in checkerboard. The reprojection error ranges from 0–0.6 pixel, and the maximum error is less than 1 pixel. Fig. 8 shows that the average reprojection error of all corner points in the model image is 0.44 pixel. The reprojection error diagram directly expresses the error of reprojection image of each corner point, indicating the calibration accuracy.

After corner point retrieval, this paper derives camera parameter and achieves distortion correction optimization results in Table 1.

Experiment 1 results show that the method can realize fast online camera calibration on Android devices, with average pixel error is less than 0.14 pixel.
Experiment II. The accuracy verification experiment of camera calibration method is realized by MATLAB simulation on PC. The first step is to randomly select a group of calibration models in Experiment 1, and successively use the Zhang’s calibration method and the method in literature [16] to conduct the simulation experiments. The second step is to use the checkerboard corner point automatic test algorithm [26] to retrieve the corner point pixel coordinate of all calibrated model images. The third step is to perform visual reconstruction according to the homography relationship between pixel coordinates and the world coordinates in camera model, and then restore the 2D pixel coordinates to 3D world coordinates, and compare them with 3D coordinates in the ideal checkerboard calibration model.

The camera parameters, calibration accuracy and calibration time efficiency of the three calibration methods are shown in Table 2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Zhang’s calibration</th>
<th>Liu and Xie [16]</th>
<th>Proposed method</th>
<th>Ideal reference value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_x$/mm</td>
<td>2,894.60</td>
<td>2,929.90</td>
<td>2,938.88</td>
<td>29 mm</td>
</tr>
<tr>
<td>$f_y$/mm</td>
<td>2,870.50</td>
<td>2,910.60</td>
<td>2,914.97</td>
<td>29 mm</td>
</tr>
<tr>
<td>$u_0$</td>
<td>1,621.66</td>
<td>1,643.70</td>
<td>1,644.07</td>
<td>1,631.50</td>
</tr>
<tr>
<td>$v_0$</td>
<td>1,217.92</td>
<td>1,229.41</td>
<td>1,228.43</td>
<td>1,223.50</td>
</tr>
<tr>
<td>$k_1$</td>
<td>0.04850</td>
<td>-0.22590</td>
<td>0.03661</td>
<td>0</td>
</tr>
<tr>
<td>$k_2$</td>
<td>0.22700</td>
<td>0.14200</td>
<td>0.77369</td>
<td>0</td>
</tr>
<tr>
<td>$p_1$</td>
<td>-</td>
<td>-0.00010</td>
<td>0.00090</td>
<td>0</td>
</tr>
<tr>
<td>$p_2$</td>
<td>-</td>
<td>0.00090</td>
<td>0.00266</td>
<td>0</td>
</tr>
<tr>
<td>Average reprojection error</td>
<td>0.46750</td>
<td>0.24700</td>
<td>0.12033</td>
<td>-</td>
</tr>
<tr>
<td>t/s</td>
<td>0.328 (PC)</td>
<td>0.222 (PC)</td>
<td>0.234 (mobile)</td>
<td>0.063 (PC)</td>
</tr>
</tbody>
</table>

Table 3 shows the pixel coordinates ($u_i$, $v_i$) of all corner points in the calibration model calculated by checkerboard corner automatic test algorithm.

Using the three sets of camera calibration parameters in Table 2, the corresponding world coordinates are reconstructed from angular pixel coordinates in Table 3, and then the relative position of the three groups of experimental world coordinates and the ideal coordinates are obtained, as shown in Fig. 9.

<table>
<thead>
<tr>
<th>Pixel coordinates of corner ($u_i$, $v_i$)</th>
<th>Pixel coordinates of corner ($u_i$, $v_i$)</th>
<th>Pixel coordinates of corner ($u_i$, $v_i$)</th>
<th>Pixel coordinates of corner ($u_i$, $v_i$)</th>
<th>Pixel coordinates of corner ($u_i$, $v_i$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1220.4, 737.2)</td>
<td>(1361.6, 738.1)</td>
<td>(1499.2, 741.20)</td>
<td>(1636.6, 743.10)</td>
<td>(1775.7, 744.7)</td>
</tr>
<tr>
<td>(1221.8, 874.2)</td>
<td>(1360.0, 876.5)</td>
<td>(1498.3, 877.3)</td>
<td>(1435.5, 879.5)</td>
<td>(1774.3, 881.3)</td>
</tr>
<tr>
<td>(1220.5, 1011.5)</td>
<td>(1359.8, 1012.8)</td>
<td>(1497.5, 1014.1)</td>
<td>(1635.5, 1015.5)</td>
<td>(1773.7, 1017.3)</td>
</tr>
<tr>
<td>(1218.7, 1149.1)</td>
<td>(1358.0, 1149.5)</td>
<td>(1496.6, 1150.4)</td>
<td>(1634.5, 1152.0)</td>
<td>(1152.0, 1772.7)</td>
</tr>
<tr>
<td>(1218.0, 1286.0)</td>
<td>(1357.8, 1287.2)</td>
<td>(1495.9, 1288.5)</td>
<td>(1633.5, 1289.0)</td>
<td>(1772.2, 1290.2)</td>
</tr>
<tr>
<td>(1217.2, 1423.3)</td>
<td>(1355.5, 1424.0)</td>
<td>(1495.1, 1425.4)</td>
<td>(1633.5, 1426.5)</td>
<td>(1771.5, 1426.5)</td>
</tr>
<tr>
<td>(1216.0, 1563.0)</td>
<td>(1355.2, 1562.2)</td>
<td>(1494.2, 1563.7)</td>
<td>(1632.2, 1563.8)</td>
<td>(1770.5, 1563.5)</td>
</tr>
<tr>
<td>(1214.6, 1703.3)</td>
<td>(1353.5, 1702.0)</td>
<td>(1493.0, 1702.0)</td>
<td>(1631.0, 1703.0)</td>
<td>(1770.7, 1702.7)</td>
</tr>
</tbody>
</table>
Fig. 9. Comparison diagram of three groups of parameter reconstruction coordinate: (a) Zhang's calibration method, (b) Liu and Xie [16], and (c) proposed method.

Fig. 9(a) shows the comparison between the rebuilt coordinates based on the parameters obtained by Zhang's calibration method which considering the radial distortion and the ideal coordinates. Fig. 9(b) shows the comparison between the rebuilt coordinates based on the parameters obtained through the calibration method in literature [16], which considering the radial distortion and tangential distortion. Fig. 9(c) shows the comparison between the parameter reconstruction coordinates obtained based on this method and the ideal coordinates.

For the three sets of coordinates in Fig 9, “○” represents the ideal coordinate point; the red “×” represents the coordinate points reconstructed by the three calibration methods. The deviation of “×” from the corresponding “○” intuitively shows the errors between the reconstructed coordinates and ideal coordinates of the three calibration methods. It can be clearly seen from Fig. 9 that the real world coordinates obtained by the proposed calibration method based on camera parameters are closer to the ideal coordinates. It can be seen that the calibration method proposed in this paper has high calibration accuracy.

Fig. 9 visually illustrates the errors of three groups of reconstruction coordinates and ideal coordinate.
The camera parameters derived by this calibration method will be used for coordinate reconstruction of pixel coordinate system and 3D world coordinate system. The result shows that real world coordinate system is closer to ideal world coordinate system.

As indicated by the results of Experiment II, the proposed calibration method has improved in both efficiency and accuracy. The iteration time of internal and external parameters was reduced from 0.22 seconds to 0.13 seconds (0.234 seconds on mobile terminals). The average reprojection error was reduced from 0.25 pixel to 0.15 pixel. Research shows that the calibration method is superior to the Zhang’s calibration method and the literature review [16] method. Through the world coordinate reconstruction experiment, the world coordinate system and ideal coordinate system are reconstructed by the parameters obtained from the calibration method, and the results show that the errors obtained are smaller than the error of other two reconstruction methods. In addition, this method has certain advantages in algorithm timeliness.

6. Conclusions

Due to the current calibration methods cannot obtain camera parameters with limited computing resources on mobile terminals efficiently, this paper proposes an improved fast camera calibration method for mobile terminals. Based on traditional camera calibration methods, this paper builds two-order radial distortion and tangential distortion models to describe the features of phone camera lens and establishes a nonlinear camera model with distortion item. Then, a homography matrix is established on the features of coplanar points and nonlinear least square Levenberg-Marquardt algorithm is used to optimize efficiency and precision of initial estimate parameter iteration. Through the comparison of Android equipment experiment and MATLAB simulation experiments, we find out that this method is proper for the fast camera calibration with poor calculation abilities than the computer on mobile terminals. In comparison with calibration methods in available literature review, the proposed method has similar the higher efficiency and fewer parameter errors. As a consequence, this paper offers a precise and practical method for camera calibration on mobile terminals and commands favorable application prospect in the field of mobile terminals image measurement and machine vision measurement.

Our future work will focus on optimizing corner point retrieval algorithm, reducing spatial complexity, improving calibration efficiency of the internal and external parameters precision and developing image measurement and machine vision measurement application products.
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