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Abstract
Capsule endoscopy is one of the increasingly demanded diagnostic methods among patients in recent years because of its ability to observe small intestine difficulties. It is often conducted for 12 to 14 hours, but significant frames constitute only 10% of whole frames. Thus, it has been designed to automatically acquire significant frames through deep learning. For example, studies to track the position of the capsule (stomach, small intestine, etc.) or to extract lesion-related information (polyps, etc.) have been conducted. However, although grouping or labeling the training images according to similar features can improve the performance of a learning model, various attributes (such as degree of wrinkles, presence of valves, etc.) are not considered in conventional approaches. Therefore, we propose a class-labeling method that can be used to design a learning model by constructing a knowledge model focused on main lesions defined in standard terminologies for capsule endoscopy (minimal standard terminology, capsule endoscopy structured terminology). This method enables the designing of a systematic learning model by labeling detailed classes through differentiation of similar characteristics.
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1. Introduction
Capsule endoscopy (CE) is one of the increasingly demanded diagnostic methods in recent years because, compared with general endoscopy, it has the advantage of being inserted into the human body without pain or discomfort [1]. In particular, because it enables a visualization of the entire digestive tract from the oral cavity to the anus, it can be used to observe the small intestine, which is difficult through a general endoscope. Thus, it may be used to identify gastrointestinal (GI) conditions in patients with small-bowel diseases such as Crohn’s disease or celiac disease [2-4]. Generally, CE has three components: a disposable capsule serving to acquire or transmit an image, a terminal to receive or store the acquired signal, and an image processing unit used to analyze the stored image. Often, when CE is completed, the image stored in the receiver is transferred to the image processing unit, and the position of the capsule corresponding to the endoscopic frame or medical information on the lesion are analyzed. Currently, CE has been designed to automatically acquire such significant information through deep learning.
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First, there are several studies to track the position of the capsule by learning the entire endoscopic image. As Fig. 1 shows, current software for capsule endoscope provides a service to track the position of the capsule. However, the technology for tracking capsules has poor completion because it is based on the differences between the electrodes transmitted from the capsule, complicating the tracking of the exact position due to overlapping of the received signals. Thus, studies are being conducted to track the location of capsules by applying deep learning. For example, [5] proposed a cascaded spatial-temporal deep framework, a method in which a frame with noise is extracted from the entire frame and subsequently classified into the mouth, esophagus, stomach, small intestine, and large intestine. However, because the digestive organs cannot be distinguished in the endoscopic image, these studies have not yet progressed actively. Second, studies are being conducted on automated algorithms to extract meaningful features such as polyps or tumors from capsule endoscopic images. In particular, studies on a deep learning framework that has achieved remarkable performance have been recently proposed. In [6], a deep neural network (DNN) model for recognizing polyps in capsule endoscopic images was designed to analyze or acquire various medical information. Furthermore, in [7], a study on detecting the gastrointestinal bleeding by using a convolutional neural network (CNN) was conducted. Finally, some studies to detect features specific to small-bowel-related diseases, the major target diseases of CE, have been conducted. [8] applied a deep learning technique to quantitatively evaluate the evidence frame for celiac disease, which may develop in the small intestine.

Fig. 1. Overlapping problem of tracking capsules identified in a current capsule endoscopy viewer (RAPID Reader Software v8 for PillCam).

However, the training images that are used in the majority of learning models do not consider various attributes (degree of wrinkles, presence of valves, etc.) that can be obtained from the capsule. As Fig. 2 shows, the capsule endoscopic image can be distinguished by the location of the organ, and by the attributes that can be identified in the image. For example, properties such as wrinkles, bubbles, and excreta (type 4, feces) are some features that can distinguish images in addition to endoscopic position. Grouping and labeling images with similar features improves the performance of machine learning or deep learning models. In other words, these characteristics should be considered when designing a learning model. Nevertheless, in conventional approaches, these attributes are included or limited to one
“normal class”. Similarly, “abnormal classes” contain a few lesioned frames; hence, class labeling is performed without distinguishing the characteristics of certain lesions (e.g., normal or bleeding).

Therefore, in this paper, we propose a class-labeling method that can be used to design a learning model by constructing a lesion-focused knowledge model. The proposed method describes some discovery information (“findings”) in capsule endoscopy, based on two CE-related standards—the minimal standard terminology (MST) for gastrointestinal endoscopy [9] and the capsule endoscopy structured terminology (CEST) [10]. These provide specific criteria for the classes that can be defined in the output layer of a learning model such as a DNN. In other words, it enables a systematic design of a learning model and improves its performance by distinguishing the attributes or characteristics of the capsule endoscopic images.

<table>
<thead>
<tr>
<th>Type1 (Plain)</th>
<th>Stomach</th>
<th>Duodenum</th>
<th>Jejunum(Ileum)</th>
<th>Large Intestine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type2 (Wrinkle)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type3 (Bubble)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type4 (Feces)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2. Various properties of capsule endoscopic frames.

2. Related Work

In recent years, image processing techniques using DNN models (among which are CNN models optimized for image) have been activated due to their superior performance in complicated calculations. This is also true in studies on CE, which is a field that relies on medical images. The majority of studies related to capsule endoscopic imaging are dominated by techniques that provide specific information obtained from images or associated with a particular disease. In this paper, related works are divided into the following two perspectives, as shown in Fig. 3.

First, there are general-purposed studies on the entire GI tract, which can be photographed using capsule endoscopy without distinction of specific diseases or organs. [5] proposed a method to track the location of the capsule by using a cascading deep learning framework that separates noisy frames from the full dataset and classifies frames into the mouth, stomach, small intestine, and colon. However, capsule endoscopic frames do not indicate distinctive similarities between organs; thus, creating an approach by cascaded model is still difficult. Thus, the majority of studies are being actively conducted to identify similarities between lesions. [6] used the deep learning technique to detect polyps, which can be observed in mucous membranes in the gastrointestinal tract. [11] surveyed recent studies on polyp
detection methods by classifying them as shape-based, texture-based, and hybrid techniques. According to [11], pre-processing was performed to extract features (widely known as “hand-crafted” features) and image classification was performed using the features extracted by a past technique. Moreover, studies have been actively conducted on CNNs, which perform image classification by using automatically learned features. Additionally, studies have been conducted to observe bleeding in the GI lining through capsule endoscopic frames, and similar studies have been conducted to detect bleeding in the GI mucosa [12-15]. Furthermore, [16] was conducted to detect the presence of parasites in the GI tract by identifying a localized feature called “tubular”.

Fig. 3. Several studies on deep learning of capsule endoscopy.

However, CE is more medically valuable in the screening small-intestine-related diseases that are difficult to identify using general endoscopic examination. Thus, the second set of studies focused on frames of the small intestine from among the whole frames. Some of them focused on celiac disease, which can be found in the small intestine. [8] applied a DNN model to quantitatively evaluated celiac disease. [17] did not apply the deep learning technique, but studied the classification of CE image patterns to perform a comparative analysis between patients with celiac disease and normal patients. Other studies focused on Crohn's disease, which is a characteristic disease of the small intestine. Therefore, several studies conducted on evaluating and analyzing capsule endoscopic frames to obtain information associated with Crohn's disease have been conducted [18-20]. However, as the number of patients who have been examined using CE internationally is very small, collecting image data that can be utilized for machine learning is limited. Thus, some studies have analyzed the various characteristics of images that can be used for training. [21] analyzed some cases in various papers and extracted comprehensive characteristics that can be utilized as major features. [22] conducted studies to define various attributes of image datasets to detect gastrointestinal diseases through CE. In addition, [23] applied a support vector machine (SVM) or Siamese neural network method to remove redundant frames from a large number of frames and to provide summary information on capsule endoscopic frames.

However, such studies proposed a list of features that can be obtained in images, and analysis of the similarities or differences between features is insufficient. Additionally, as they do not consider standards
such as MST and CEST, which define clinical information that can be obtained from capsule endoscopes; hence, they lack a semantic relationship to clinical information. Therefore, we propose a class-labeling method to enable the systematic design of DNNs based on a lesion-focused knowledge model in which associativity or hierarchical structure of information are defined. Although not in the same field, [24] proposed a method of learning radiology images using label ontology and [25] suggested a detection model of medical texts based on an ontology describing the semantic similarity of medical words in 2019. Similarly, [26] illustrated a “Deep-Onto” network for surgical workflow and context recognition in 2019. As such, recent studies have attempted to improve learning performance by using ontology as a knowledge model. Similarly, we defined a lesion-focused knowledge model using ontology, and it is discussed in Section 3.

3. Lesion-Focused Knowledge Model for CE

In this section, we investigate the main lesion information based on the major anatomy of interest and findings that can be observed in capsule endoscopic images. Additionally, we propose the lesion-focused knowledge model using ontology.

3.1 Anatomy of Gastrointestinal Tract

Capsule endoscopy is a test to observe the condition of the GI tract. Therefore, the main concern of CE is the observation of digestive organs. Therefore, we analyze an anatomical knowledge of the GI tract in this subsection to build a knowledge model that can be used in deep learning. The details of these components are shown in Fig. 4. First, the main anatomical landmarks are divided into 4 parts (esophagus, stomach, small intestine, and large intestine) whose details are as follows:

- The esophagus is a tube that conveys food from the mouth to the stomach, and the endoscope capsule travels through it. The capsule often navigates through the esophageal section within a few tens of seconds.
- The stomach is a digestive organ in the form of a pocket in which the food coming down through the esophagus is digested. It is acidic through the secretion of gastric acid, and it can be observed in a wide area because it is the form of a pocket.
- The small intestine is composed of the duodenum, ileum, and jejunum, and is an organ in which various nutrients are chemically decomposed and absorbed. It is characterized by the presence of villi to absorb large amounts of nutrients.
- The large intestine consists largely of the cecum, colon, etc., and water is absorbed in it. Additionally, residues (such as feces) after the nutrients have been absorbed, can also be observed.

The following is the structure of the GI junction that enables the anatomical landmarks to be identified. The entire GI tract can be distinguished by three types of valves, whose detailed explanation is as follows.

- The Z-line is the boundary between the esophagus and the mucous membrane that constitutes the stomach, and a part that is sharply narrowed by a striated muscle in the entrance to the esophagus is observed.
The pyloric valve is the membrane at the border between the stomach and small intestine, and it participates in regulating the transfer of food. Similar to the Z-line, there are sharp and narrowing muscles in the vicinity of the pyloric valve.

The ileocecal valve is a valve with a protruding structure, located on the left and right walls of the boundary between the cecum and the colon. Its main function is to limit the backflow of the contents of the colon to the ileum.

---

**3.2 Findings in Capsule Endoscopic Images**

Standards terminologies such as MST or CEST state some medical “findings” that can be observed from a capsule endoscopic frame [9,10]. The findings referred to here are generic features that can be identified in the image and have medical characteristics. Thus, these may be features of a disease that can be observed in the gastrointestinal tract or features that are not related to diseases but can be distinguished from normal features. As Fig. 5 shows, the main findings of CE can be classified according to the lesions on the cross section of the GI tract or the degree of elevation (shape) of the lesions.

---

**Fig. 5.** Taxonomy of the main findings in capsule endoscopic images.

- Cross-sectional location of digestive tract: The first category is the classification of lesions from the perspective of the “cross-sectional” view in the GI tract. It has three types: mucous membrane (mucosa), internal (contents), and external (lumen). The “mucosa” category includes lesions or
findings that can occur in the mucosa. The “contents” category includes lesions or findings in the content that can be confirmed inside the GI tract. In the “lumen” category, findings that can occur as the shape of the GI tract is distorted are included.

- Degree of elevation or depression: The second category refers to the classification of lesions by their protruding degree. These are largely protruding, excavated, and flat lesions.

Here, we define the lesion-focused knowledge model by using ontology. It has two major components: gastrointestinal anatomy and findings. As Fig. 6 shows, these two elements are connected by various associations (“canBeShownIn”, “hasIndividual”, and “hasSubclass”). In particular, Fig. 6 is an extension of the “Dilated” class which is a subclass of “GIFindings” (“CrossSectionalLocation”–“Lumen”).

![Gastrointestinal Anatomy](image)

**Fig. 6.** Lesion-focused knowledge model for capsule endoscopy (by ontology).

### 4. Class-Labeling Method for Deep Learning

In this section, we propose a class-labeling method for deep learning based on the lesion-focused knowledge model defined in Section 3. First, a class label for a capsule endoscopic image is defined, and a color-based analysis is performed on a lesioned frame requiring a more detailed analysis. Based on this, a class-labeling method for a systematic design of a DNN is completed.

#### 4.1 Definition of Class Label in Capsule Endoscopic Images

Here, we define and classify significant super-classes of capsule endoscopic images. There are three super-classes in a capsule endoscopic image set:

- Normal Class: Because capsule endoscopy is conducted for 12 to 14 hours, the majority of the frames are clean and without lesions. In such a scenario, the detailed class can be distinguished by
the position and properties of the endoscopic image (wrinkles, bubbles, etc.). Particularly, a detailed classification according to the position in the GI tract (esophagus, stomach, duodenum, etc.) can be defined to track the position of the capsule.

- Abnormal Class: It is composed of frames where lesions or special findings that can be observed in a capsule endoscope exist. This can be defined in detail according to the classification of the “findings” defined in Fig. 5.
- Non-discriminable Class: It corresponds to a scenario in which the image captured by the capsule endoscope is not properly photographed due to low power, transmission or reception problems, and a large amount of foam.

### 4.2 Special Case Study: Abnormal Class (Lesioned Frames)

In this subsection, we analyze the similarity of several frames with lesions based on previously analyzed GI anatomy and findings. In this study, 32 lesion cases were collected according to six categories defined in the abnormal class (three categories classified by cross-sectional location, and the other three by elevation degree). Table 1 shows the detailed types and number of collected cases. Through these cases, we applied the K-means clustering method, which is an unsupervised learning method, to the similarity analysis. The feature used in clustering was the average value of the red green blue (RGB) channel of each image, and we reduced the dimension of images through this method. As a result, two clusters in the first category (Cluster A, Cluster B) and two clusters in the second category (Cluster C, Cluster D) were derived as shown in Fig. 7. The detailed results are as follows.

<table>
<thead>
<tr>
<th>Class</th>
<th>Lesion type</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>C* Lumen</td>
<td>{Stenosis, Dilation, Scars, Sign of Previous Surgery}</td>
<td>6</td>
</tr>
<tr>
<td>C* Contents</td>
<td>{Red Blood, Clot, Hematin, Feces, Foreign Body}</td>
<td>6</td>
</tr>
<tr>
<td>C* Mucosa</td>
<td>{Missing Villi, Hemorrhagic}</td>
<td>2</td>
</tr>
<tr>
<td>E* Flat</td>
<td>{Angiectasias, Spot}</td>
<td>7</td>
</tr>
<tr>
<td>E* Protruding</td>
<td>{Venous Lake, Nodule, Polyp}</td>
<td>10</td>
</tr>
<tr>
<td>E* Excavated</td>
<td>{Ulcer}</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1. Specification of sample images (lesioned frames of capsule endoscopy)

C* = cross-sectional location of digestive tract, E* = degree of elevation or depression.

![Fig. 7. Results of similarity analysis based on lesion-focused capsule endoscopic images (binary clustering).](image)
• Cluster A: It is the first cluster indicating similarity in the case images of the lumen, contents, and mucosa classified on the basis of the cross section of the GI tract. Dilation and stenosis were mainly included, and it demonstrated similarity to the G channel.

• Cluster B: Cluster B indicated similarity to the R channel, with the main cases being Missing Villi, Red Blood, and Hemorrhagic.

• Cluster C: Cluster C was one of the lesioned image clusters according to the degree of lesion elevation and was mostly composed of frames such as flat-type lesions. At this time, we concluded that some images of elevated lesions such as “polyps” were incorrectly clustered.

• Cluster D: Finally, in Cluster D, most of the protruding lesions were included.

Fig. 8 shows example frames of lesion images corresponding to each cluster, and the above analysis result can be confirmed.

Fig. 8. Examples of each cluster (instance analysis of clustering).

5. Discussion: Application of the Class-Labeling Method

In this paper, we define and classify significant information that can be observed in capsule endoscopy images into normal, abnormal, and non-discriminable classes. In addition, a collection of frames for special cases, which have medical significance, and detailed analysis are performed for the abnormal class. Based on this, a class label as shown in Fig. 9 can be defined, and the defined class can be utilized in the output layer of the capsule endoscopic image learning model as follows.

• Labeling normal class according to various attributes of frames: The normal frame of the capsule endoscopy can be class-labeled according to the position of the capsule and the property information (wrinkle, plane, etc.) observed in the frames. We designed a CNN to classify GI landmarks (stomach, duodenum, jejunum, large intestine) as shown in Fig. 2, consisting of two convolutional layers, two fully connected layers, and an output layer. When we labeled four
classes, the accuracy was approximately 33.5%. However, when we labeled twelve classes (four GI landmarks by three types (plain, wrinkle, and bubble) in same condition, the accuracy was approximately 61.1%, an improvement of approximately 27.6%.

- Labeling abnormal class according to specificity of lesion and color similarity: Abnormal frames of capsule endoscopy were defined according to the location or type of lesion. Thus, when learning a capsule endoscopic frame, class-labeling in lesioned frame can be conducted in detail by using these hierarchies. In addition, this enables designing DNNs with consideration to various methods such as separating or subdividing class labels of learning data by applying the analyzed color-similarity results. For example, we can define “Flat-Excavated Lesion class” comprising “Spot”, “Angiectasia”, and “Ulcer”, due to spatial-similarity in the G channel. However, this characteristic has a limitation in validation due to difficulty in collecting lesion data. Therefore, we have been gathering CE data that contain disease information.

- Eliminating indeterminate or redundant frames: Class labels for non-determinable frames can be used to distinguish the outlier frames. For example, a frame that has many bubbles or feces can be used as obstacle data in learning. To validate this characteristic, we designed a CNN consisting of ten convolutional layers, five pooling layers, three fully-connected layers, and one output layer. Its purpose was to recognize GI junctions (z-line, pyloric valve, and ileocecal valve) and learn from eleven patients’ dataset (253,003 frames). Each patient had a noise image of at least 1% and up to 36%, and the elimination operation of indeterminate or redundant frames improved learning performance from 86% to 92%.

![Fig. 9. Definition of class labels in capsule endoscopy and application of color-similarity analysis.](image-url)
6. Conclusion

In this paper, we proposed a class-labeling method that can be used in the output layer of a DNN model by constructing a knowledge model from major lesion information defined in related standards of capsule endoscopy. First, we defined the lesion-focused knowledge model that considers the anatomy of the gastrointestinal tract and findings in capsule endoscopy. Subsequently, we collected 32 main lesion frames defined in MST and CEST and analyzed color-based similarities. Finally, we extracted the major attributes of capsule endoscopy and completed a class-labeling method. This method enables systematic learning through the application of various properties. In the future, we intend to conduct a study on a DNN model that can distinguish capsule position or specific lesions (tumor, polyp, etc.).
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