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Abstract
This paper presents a method for clustering short text documents, such as news headlines, social media statuses, or instant messages. Due to the characteristics of these documents, which are usually short and sparse, an appropriate technique is required to discover hidden knowledge. The objective of this paper is to identify the combination of document representation, document distance, and document clustering that yields the best clustering quality. Document representations are expanded by external knowledge sources represented by a Distributed Representation. To cluster documents, a K-means partitioning-based clustering technique is applied, where the similarities of documents are measured by word mover’s distance. To validate the effectiveness of the proposed method, experiments were conducted to compare the clustering quality against several leading methods. The proposed method produced clusters of documents that resulted in higher precision, recall, F1-score, and adjusted Rand index for both real-world and standard data sets. Furthermore, manual inspection of the clustering results was conducted to observe the efficacy of the proposed method. The topics of each document cluster are undoubtedly reflected by members in the cluster.
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1. Introduction

It is known that at present, short text documents are the main form of communication, especially for user-generated content in social media. As the use of social media extensively expands, the number of such documents rapidly increases as well. Short text documents are text documents that contain very few words, and most are data from social media. Examples include social media statuses, tweets from Twitter, news headlines, and product reviews. For example, Twitter imposes a limit of 140 characters for each tweet [1]. Valuable information is usually embodied in these documents. Extracting latent knowledge by analyzing and clustering these short text documents presents a very challenging text-mining task [2-7]. Clustering is a descriptive unsupervised data mining technique that groups data instances into clusters such that similar instances are placed together while unrelated instances are placed in different groups [8]. To attain the best results in short-text clustering, there are three main factors that must be considered: document representation, document similarity, and document clustering. Because this work addresses short text documents, sparsity is the main issue of concern [9]. Thus, the document representation and
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document similarity are two keys to help mitigate the problems caused by document length. The clustering mechanism is also one of the factors that influence the clustering results. A suitable clustering mechanism for short texts should be scrutinized regarding its direct influence on clustering output, cluster shape, and clustering time. In this paper, the best and most appropriate combination of the three main factors will be proposed and explained in detail.

The document representations can be roughly grouped into two main types: statistical-based text representations and learning-based text representations. For statistical-based representations, the text representation is generated by using statistical weighting schemes from the relationship of words in the documents [10,11]. The frequencies of term appearances are used to determine the ratio of the frequency of specific words in documents to other words in the entire corpus of documents [12]. Although this text representation has been widely used for regular text documents, it does not work well for short texts due to the characteristics of texts, which lead to low probabilities of word co-occurrences [13]. Alternately, learning-based text representations increase the background knowledge of text documents by aggregating the text representations with contextual information. Doing so helps to alleviate the word sparsity issues in short texts. Numerous research works have addressed the issues and discussed solutions, such as using convolutional neural networks to learn and capture features [13-15], using Gaussian models to capture topics [1], performing short text expansion [16,17], and adding more contextual information to documents [18-21]. Furthermore, Mikolov et al. [22] introduced a Distributed Representation of Words in a vector space by constructing a representation via a deep learning text representation approach. A vector representing each vocabulary is generated after being trained on a large corpus of documents to incorporate some background knowledge of word contexts and relationships. In this work, the Distributed Representation of Words is adopted as a short document representation.

The clustering mechanism plays an important role in short text document clustering. There are many available document clustering techniques, such as affinity propagation, hierarchical clustering, density-based clustering, partitioning-based clustering, and topic modeling. To incorporate each clustering technique, advantages and disadvantages must be carefully considered. In this work, three types of clustering are studied and presented: density-based, hierarchical-based, and partitioning-based clustering [7,23-25]. To cluster short text documents, there are three aspects that must be considered: the clustering mechanism, clustering time, and document similarity function. For the clustering mechanism, because document representations are usually high-dimensional, density-based and hierarchical-based clustering do not handle this issue well [9,26,27]. Alternately, partitioning-based clustering usually handles this in a much better manner [9]. Furthermore, the time it takes to cluster data also must be considered. The time complexity of partitioning-based clustering is less than that of the other two, making this technique more desirable [7,24]. The similarity functions can be roughly grouped into two main types: string-based and knowledge-based similarity [28]. String-based similarity finds the document relationships by determining the character composition and string sequence [28]. Alternately, knowledge-based similarity finds the semantic similarity of the documents using external information [28]. Because we are dealing with short texts, the number of words in each document is limited, which makes semantic similarity determination difficult. Thus, knowledge-based similarity seems to be more suitable for determining the similarity of short texts. In this work, partitioning-based clustering with knowledge-based similarity is adopted as a short document clustering algorithm, which will be further explained in this work.

Because short texts are very short and sparse, the sparsity and high-dimensional representations of text documents entail the design of document clustering algorithms to efficiently cluster short text documents.
In this paper, the combinations of text representation, similarity function, and document clustering mechanism are studied to attain the best clustering quality. Clustering results are not totally dependent on any one factor; all three mentioned factors are integrated to yield the combination that provides the best clustering quality. Experiments on combinations of different methods and data sets have been examined and conducted, and they are further reported in section 4. We found that the proposed method outperforms all other techniques. Distributed Representation of Words, a learning-based text representation, generates a vector for each vocabulary after being trained on a large document corpus by incorporating some background knowledge of word contexts and relationships based on the co-occurrences of words in documents. Each word in the text is transformed and represented as a vector of a certain dimension. Word mover’s distance (WMD) [29], a knowledge-based document similarity function, measures the dissimilarity of two text documents, calculated by aggregating the minimum distances between pairs of words in the two documents. WMD is applied to measure the similarity between documents to determine the topic of the documents. To handle sparsity issues, this document representation and document similarity function preserve semantic relationships between vocabularies in vector space. After the words are transformed into document representations, the K-means-based clustering algorithm is applied to cluster these document vectors into groups and thus the text documents into different clusters with semantically closely related topics [30].

The remainder of this paper is organized as follows. First, we briefly describe core concepts of document representation, document similarity, and document clustering. Next, our proposed method is presented, followed by a description of conducted experiments, explanations, discussion, and results. Finally, the study’s conclusions are presented in the last section.

2. Background

2.1 Document Representation

To perform clustering on text documents, an initial and important step is to transform these documents into document representations. For short text clustering, the main factors that must be considered are the number of words per document and the word context. Because the short text documents are very concise and contain few words per document, finding a suitable document representation is very important. Furthermore, words with the same context are often used interchangeably (such as synonyms and homonyms), which means that different words with the same context often appear in the document. Various document representation techniques have been proposed to represent the texts, such as bag-of-words, term frequency-inverse document frequency (TF-IDF) [31], one-hot vector, and Distributed Representation of Words [22,32]. To summarize, document representations can roughly be grouped into two types: statistical-based and learning-based.

A statistical-based text document representation is generated based on the frequency of the appearance of each word in the document. Among different statistical-based representation techniques, bag-of-words and TF-IDF are the most popular techniques. Bag-of-words represents text documents as vectors by the number of occurrences of each term in the document, where the length of the vector dimensions equals the number of vocabularies present in the data set. TF-IDF also represents text documents as vectors by the number of occurrences of each term in the document [10-12]. To improve the text representation from
bag-of-words, the TF-IDF representation divides the frequency of each word (TF) by its inverse
document frequency (IDF), the word’s importance in the document [31]. As mentioned, short text
documents contain very few words per document. TF-IDF relies heavily on word overlap, but in short
text documents, as in this case, word overlap is rare. Thus, TF-IDF is unsuitable [13,33]. Using this
technique could result in a very sparse document vector, leading to poor clustering results and high
running time. Furthermore, topic-modeling methods also address the limitations of TF-IDF by learning
latent topics in a document corpus with the word co-occurrences. Examples of such methods are latent
semantic indexing (LSI) [9,34], probabilistic LSI (pLSI) [35], and latent Dirichlet allocation (LDA) [36].
However, these methods generally require at least a few hundred words for accurate determination,
making them less suitable for short texts [1,21]. For word context, this representation only determines
the word co-occurrences but does not capture any contextual information.

A learning-based text representation is generated by analyzing the relationship of different terms in the
text document corpus and represented by vectors of a certain dimension. The key point of learning-based
text representation is that, compared to statistical-based representation, learning-based representation
adds contextual information to the text representation. Distributed Representation of Words (sometimes
called word embeddings or continuous space representation of words), introduced by [22,32], is one of
the renowned learning-based text representation techniques and is widely used when working on short
text documents. The idea of this is to represent each word in the vocabulary as a vector of a certain
dimension. This technique was first used by [37] and [38]. This technique later became more effective
and popular, and subsequent works have been conducted to improve the methods of producing the
representation by enhancing techniques and tools to handle larger vocabulary size [39,40]. Because this
technique represents each word in the document as a dense vector of a certain dimension, there would be
no problem with the sparsity from the concise number of vocabulary entries [1]. For word context, this
representation undergoes the process of learning and analyzing word relationships that places vectors of
similar words near each other and unrelated words far apart [39].

From the perspective of short text clustering, there are two major issues that must be considered: the
small number of vocabularies, and the word context-based similar word detection [41]. Thus, a suitable
document representation for short texts must be carefully selected. The appropriate document representation
should be able to handle the issues related to text conciseness and word context similarities. As two
groups of document representations have been thoroughly reviewed, learning-based text representation
seems to be the suitable document representation for short texts and will be studied in the subsequent
sections of this work.

2.2 Document Similarity

Document similarity plays a crucial role in clustering short text documents. It measures the closeness
of one document to another to determine if they discuss the same topic [39]. Various text similarity
approaches have been proposed, such as Euclidean distance, cosine similarity, n-gram, and Jaccard
Similarity [28]. To select a suitable document similarity metric for short texts, the ability to capture
semantic similarity is the key decision factor. Semantic similarity mainly describes the closeness of
document context [28]. To summarize, document similarity can be roughly grouped into two main types:
string-based and knowledge-based.

For string-based similarity, the measurement operates on the character composition and string sequence
To compare text documents, it measures the similarity or dissimilarity between them. There are two approaches for this measurement: character-based and term-based. Character-based views the similarity of documents, such as string matching, which compares the text documents character by character. Alternately, term-based views the similarity as the common terms between the text documents. For string-based similarity measures, n-grams, cosine similarity, and Euclidean distance are the most popular and widely used. N-grams compares a sub-sequence of \( n \) items from a given string by matching the overlapping characters of both strings. The n-grams similarity of documents is measured by dividing the overlapping n-grams by the maximum number of n-grams [42]. Cosine similarity measures the similarity of text document vectors as their cosine angles of an inner product space [28]. The significant property of using this similarity is the independence of document length [43]. Euclidean distance measures the similarity of text document vectors as the square root of the sum of squared differences between corresponding elements in the two vectors [28]. Furthermore, it is the default distance measure in many clustering algorithms [43]. To compare the string matching of the documents, this technique captures similar character/word sequences well. However, because this approach is straightforward string comparison, it does not capture any semantic similarity.

For knowledge-based similarity, the measurement identifies the semantic similarity of the words in documents using external information, such as semantic network and pre-trained word relationships. To compare text documents, it measures the relatedness between words in documents derived from the input external information [28]. Among different measures in knowledge-based similarity, WMD, introduced by Kusner et al. [29], is the interesting document similarity function. WMD, based on the idea of the Earth mover’s distance [44,45], measures how far the words in one document must be “moved” to match the words in the other document. This work showed that, even if there are no words in common between the two documents, WMD can still capture the semantic similarity of their contexts well [29].

From the perspective of short text document clustering, most documents are short and contain only a few words. Considering data characteristics, these documents share no words in common, and synonyms and homonyms are the common issues in this type of text document. To efficiently find the semantic similarity of short text documents, external knowledge should be incorporated. For string-based similarity, because no background knowledge is used, it is good to compare documents on a word-by-word basis, but not by their semantic similarity contexts. Alternately, knowledge-based similarity has this knowledge of word relationships. Even if no words are in common between the compared documents, it can capture their semantic similarity. Thus, knowledge-based similarity seems to be an appropriate document similarity candidate and will be studied in a later section of this work.

### 2.3 Document Clustering

Clustering is an unsupervised data mining technique of dividing documents into groups based on the similarities of their features [8]. The goal is to put similar (or related) documents together in the same group such that they are similar to one another (high intra-cluster similarity) and different from documents in another group (low inter-cluster similarity) [46-48]. To cluster short text documents, various document clustering techniques have been proposed, such as affinity propagation, density-based clustering, hierarchical clustering, partitioning clustering, and topic modeling [1,2,7,9,24,25,41,49-52]. There are advantages and disadvantages of adopting each technique that must be considered. In this work, the main criteria for selecting the clustering techniques are an ability to handle large-dimension data,
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Density-based clustering [56,57] is a clustering technique that groups data into clusters by the density of data points in the region. One of the most famous and widely used density-based clustering techniques, especially for text document clustering, is density based spatial clustering of applications with noise (DBSCAN) [50,57-60]. To perform clustering with DBSCAN, two main inputs are required: radius Epsilon ($Eps$) and minimum points ($MinPts$). The algorithm starts with an arbitrary point $p$ and retrieves all neighbor points that are density-reachable from point $p$ (within distance $Eps$) and have not been visited yet using the two input values. Regions of densely placed objects are considered as clusters and are separated by regions of low density or noise [27]. A cluster of densely connected points is formed when the number of neighbors of point $p$ is greater than or equal to $MinPts$. The starting point $p$ is marked as visited and, together with its neighbors, added to this cluster. This process recursively repeats for all neighbors of point $p$. Alternately, the point is marked as noise if the number of neighbors of point $p$ is less than $MinPts$. When all density-reachable points are visited, the algorithm proceeds to the remaining unvisited points in the data [57,61]. Because text representations have large dimensions, along with the curse of dimensionality, DBSCAN does not work well for high-dimensional data [9,26,27]. For cluster shape, making DBSCAN very attractive, this technique can determine all cluster shapes, whether spherical or arbitrary [24,62]. For cluster completeness, DBSCAN will detect some data points as noise and not assign them to any cluster [24,63]. This technique has non-linear time complexity, which results in high running time [24].

Hierarchical-based clustering is a clustering technique that generates a nested sequence of partitions in a tree-like structure. One of the classical technique that deals with sparsity was presented by Karypis et al. [25] in 1999. They have presented a novel agglomerative hierarchical clustering algorithm named “CHAMELEON”. CHAMELEON is a novel clustering algorithm that overcame the limitations of existing agglomerative hierarchical clustering algorithm. It operates on a K-nearest neighbor sparse graph in which nodes represent data items, and weighted edges represent the similarities among data items. To form the clusters from the data set, CHAMELEON uses a special algorithm called “two-phase algorithm”. In the first phase, a graph partitioning algorithm is applied to the K-nearest neighbor graph to cluster data items into several small sub-clusters. In the second phase, an algorithm is applied to find the genuine clusters by repeatedly merge these sub-clusters. In this two-phase, CHAMELEON uses inter-connectivity and closeness to determine the similarity of the clusters.

Partitioning clustering [7] is a popular clustering technique for constructing a partition of a set of $N$ data points into a set of $k$ non-overlapping subsets (clusters) such that each data point lies in exactly one cluster [47,64]. One of the most popular and widely used distance-based partitioning clustering techniques, especially for text document clustering, is K-means clustering [2,7,9,13,15,30,51,54,65-67]. To perform clustering with the K-means clustering algorithm, a number of clusters $k$ is required. The algorithm starts by randomly determining $k$ arbitrary points as cluster centers (centroids) for $k$ clusters. Then, each of the remaining points is assigned to the nearest cluster by calculating the distance between the points and the centroids of different clusters. Once all the points are completely assigned to the clusters, the cluster centroids are re-computed based on the intra-cluster similarity of cluster members so that the centroids better represent the center point of the cluster. Then, the point re-assignment process is repeated until all points are converged such that the difference in previous centroids and current centroids
is less than a certain threshold value. For text representation, K-means has no problem in dealing with high-dimensional data [9]. For cluster shape, clustering with the K-means technique produces spherical cluster shapes [26]. For cluster completeness, clustering using the K-means technique ensures that all text documents get assigned to a cluster [49,55]. For time complexity, partitioning clustering takes linear time $O(inkl)$, where $k$ is the number of clusters, $n$ is the number of documents, and $l$ is the number of iterations [7].

From the perspective of short text clustering, the ability to handle large-dimensional data, cluster shape, cluster completeness, and time complexity are the most important factors [9]. Thus, the suitable clustering technique must be carefully selected to cluster these short text documents into clusters of similar topics [9]. Because the text representations of short text documents usually contain large dimensions, as described earlier, density-based and hierarchical-based clustering techniques do not work well for this issue. Alternately, partitioning clustering has no problem in dealing with the high dimensionality of short text documents. For cluster shape, density-based and hierarchical-based clustering provides all shapes of clusters, while partitioning clustering provides spherical shapes of clusters. For cluster completeness, density-based clustering has the ability to determine the noise in a data set, which leaves out some documents from any cluster. A partitioning clustering technique does not determine any noise, which results in all documents belonging to a cluster. For time complexity, density-based and hierarchical-based clustering takes quadratic time, while partitioning clustering takes linear time. Aside from the mentioned criteria, the simplicity and less-complicated parameter settings have led to K-means being widely used as a clustering technique. As different clustering techniques have been discussed, K-means seems to be an appropriate partitioning clustering candidate and will be studied in a later section of this work.

3. Proposed Method

In this section, we describe the proposed method in terms of document representation and document similarity function, and the architecture of the proposed method is summarized and presented in Fig. 1. The method begins by creating a vector representation for vocabularies in the short text document data sets from the learned model on an external text corpus. Clustering is performed by the K-means based clustering algorithm on the dense vector representation, and, the similarity of documents is calculated by a document distance function. The document is assigned to the cluster with the nearest centroid. After each iteration, the centroids of each cluster are updated based on similarities of the members. The clustering algorithm runs iteratively until a standard stopping criterion is met.

3.1 Distributed Representation of Words

Distributed Representation of Words in vector space [22,32] is one of the most famous learning-based document representations and has become a popular way to capture the lexical, semantic, and syntactic similarity between words. This representation is generated by training the word relationships with a neural network model on the huge text corpus of a related domain. Each word is represented in vector space by a vector of a certain dimension. Assuming that there are $V$ vocabularies and a real-valued vector of some fixed dimension $D$, each word $w$ in the vocabulary is represented by $w_t \in \mathbb{R}^d$. 
Fig. 1. Architecture of the proposed short text clustering method.

To create a document representation with this technique, the Skip-gram model [22,32] is used. The concept of the model is to predict surrounding words in a document based on the current word. The objective of this Skip-gram model is to maximize the average of log probability, which is done by optimizing the neural network with input, projection, and output layers. With a given sequence of training words $w_1, w_2, \ldots, w_T$, the model is
where $c$ denotes the interval of training context from the current center word $w_t$. As the value of $c$ increases, it enables the model to increase the number of training words and the complexity of the word syntactic and semantic relationships to be learned. Thus, it results in increasing model accuracy, at the expense of training time. $p(w_{t+j}|w_t)$ is the hierarchical softmax function of the word vectors $w_{t+j}$ and $w_t$. The process of creating Distributed Representation of Words is completely unsupervised learning, and it can also be trained on any corpus of text or even be a pre-trained model in advance. The vectors of contextually related or similar words are closely placed, while less related are farther apart. Word2Vec, a renowned word embedding procedure, is an implementation of the Skip-gram model architecture [22]. This implementation is used in the work and is also readily available through the Python Gensim [68] framework.

![Fig. 2. An illustration of vector correlation between the company and the renowned operating system product in three-dimensional space. The more correlated vectors are placed closer together compared to less correlated vectors.](image)

The input short text documents are preprocessed by standard text preprocessing techniques, such as the removal of stop-words and non-informative characters [69,70], leaving the relevant unique vocabularies in the short texts. To generate expressive word vectors, the pre-trained model is applied to these vocabularies, which helps expand on background knowledge from external sources. Thus, a particular document is represented by a group of aggregated word vectors. As a result, the document representations are generated, which will be further used for document clustering in the next step.

One of the special capabilities of the Distributed Representation of Words is the ability to automatically learn and capture the concepts and semantics of words to find their correlation. To illustrate the concept of this ability, an example is presented in Fig. 2. The figure shows the association of the technology company and the renowned operating system product. Microsoft Corporation is closely associated with Microsoft Windows, the operating systems that are developed, marketed, and sold by Microsoft.
Corporation. On the other hand, Apple Inc. is closely associated with Mac OS, the operating systems that are developed and marketed by Apple Inc.

### 3.2 Document Similarity Calculation using Document Distance

To group related documents together as clusters, a measure of document similarity is needed. As mentioned, various document distance measurements have been proposed. In this work, WMD [29 works as a document distance measurement. WMD, based on the Earth Mover’s Distance idea [44,45], measures how far the words in document $D_1$ must be “moved” to match the words in document $D_2$ to measure the similarity of the two documents. To apply WMD, documents must be represented by vectors of a certain fixed dimension $d$ containing vocabularies, the unique words from the documents. The vocabularies are represented by the matrix $X$ of size $d \times n$, where $d$ is the vector dimension and $n$ is the number of vocabularies. For any $i^{th}$ column, the word embeddings of word $i$ in vector space are represented by $x_i \in \mathbb{R}^d$. The minimum cost of moving words in document $D$ to document $D$ is computed by the following document transportation metric,

$$
\min_{T \in \mathbb{R}^+} \sum_{i,j=1}^{n} T_{i,j} \ c(i,j)
$$

$c(i,j)$ is computed by the distance function $c(i,j) = \|x_i - x_j\|_2$ and refers to the semantic similarity between word $i$ and word $j$. In simple words, it is the cost of traveling from one word to another. $T_{i,j}$ is a flow matrix that indicates how much of word $i$ in $D_i$ travels to word $j$ in $D_j$ and must be subject to $T_{i,j} \in \mathbb{R}^+$. Thus, the distance between two documents is calculated as the minimum cumulative cost in moving all words from document $D_i$ to document $D_j$, $\sum_{i,j} T_{i,j} \ c(i,j))$ [29].

WMD measures the dissimilarity of a pair of text documents and how much it costs to transform the vocabularies in one document into the other. Originally, Kusner et al. [28] proposed the document distance for text classification with the K-nearest neighbor algorithm. In this work, the same distance is applied for short text clustering. To illustrate the concept of short text similarity calculation, suppose there are two sentences, say $D_0$ and $D_1$, and a referenced query sentence $D_0$. To compare two sentences using WMD, stop-words in the sentences must be removed, leaving vocabularies in each sentence. The comparison is made on each pair of sentences, say $D_0$ and $D_1$. The vocabularies in $D_0$ are businessman, arrives, and Rolls-Royce, while $D_1$ contains CEO, appears, and Mercedes. The arrows pointing from each word $i$ in $D_1$ to $j$ in $D_0$ represent the travel cost of each word from word $i$ to word $j$. The travel cost of Mercedes to Rolls-Royce is cheaper than wall to Rolls-Royce because the word2vec embedding places the vector of Mercedes closer to the vector Rolls-Royce, the luxury car, than the vector wall to the vector Rolls-Royce. The travel cost of document $i$ to document $j$ is the cumulative travel cost of all words in document $i$ and document $j$, respectively. As a result, the travel cost of $D_1$ to $D_0$ (0.42) is outstandingly smaller than the cost of $D_2$ to $D_0$ (0.60). The illustration of this concept is shown in Fig. 3 (top). It is amazingly surprising to say that all of these documents share no words in common but are able to capture the semantic similarity of different documents. Alternately, the distance turns out to be equal in the case of capturing similarity by the bag-of-words/TF-IDF method.
Usually, the numbers of words in each sentence are not necessarily equal, and the sequences of words do not share the same pattern. As shown in Fig. 3 (bottom), sentence $D_0$ has three vocabularies, while sentence $D_3$ has seven vocabularies. Since these two sentences do not have the same number of vocabularies, the comparison is made using all pairs of vocabularies in the two sentences to determine the pair of words that has the lowest travel cost. To do so, there are outgoing and incoming weights from each of the sentences. This weight, together with the travel cost, is a main criteria in computing word moving distance to find the semantic and syntactic similarity of documents. This algorithm is implemented in this work to handle this issue.

Document distance, a document similarity measure, determines the difference between the document (represented by a vector) and the centroid vector of each cluster. The document is assigned to the cluster with the smallest document-centroid distance.

![Diagram](image)

**Fig. 3.** (Top) The movement in comparison between the query sentence $D_0$ and the two sentence $D_1$ and $D_2$. These two documents have the same bag-of-words distance to $D_0$. The arrows represent movement between two documents which are labeled with cumulative distance of words in each document. (Bottom) The movement in comparison between the query sentence $D_0$ and sentence $D_3$ where the two sentences have different number of words. This causes WMD to compare all pairs of similar words in these sentences. Note that the **underlined bold** word represents the vocabulary of that sentence.

### 3.3 Document Representation Adjustment using Vector Densification

As addressed by Song and Roth [71], Phan et al. [72], and Shrestha [73], short text documents consist of the range from a very few words to a dozen words per document. The document representations are comprised of many zeroes. As a result, data sparseness is a main issue. Data sparseness has an impact not only on the memory used but also on the processing time.
To address sparse data, the document representation must undergo the vector densification process. To illustrate the concept, the process is summarized and illustrated in Fig. 4. It is shown that the sparse vectors $S$ consist of zero and non-zero elements. Because there are many zero elements, it requires more memory storage to store these meaningless values and also more processing time. Thus, these sparse vectors $S$ should be condensed to a dense form of vectors to consume fewer computational resources. To condense the sparse vector $S$, only the non-zero elements along with their indices are stored and transformed into the dense vector $D$ by the following transformation equation,

\[ D = \{s \mid s \neq 0, \forall s \in S \} \]

As a result, a dense vector is generated and used as the document representation in the clustering process.

**3.4 Discussion on Time Reduced for Vector Densification**

Assumed that the size of document representation vector is $N$ and the size of densed document representation vector is $n$, where $n << N$. Considering the short text document clustering for document representation vector, the time it takes to cluster is $O(2Nkd\ell)$, where $k$ is the number of cluster, $d$ is number of documents in data set, and $\ell$ is the number of iteration in running the clustering. On the other hand, clustering short text document using densed document representation vector takes $O(N+n+2nkdl)$.

Since $k \geq 1, d \geq 1, \ell \geq 1$, the term $kd\ell$ should be always greater than 1. From $O(N+n+2nkdl)$ and $O(2Nkd\ell)$, $kd\ell \geq 1, O(N+n+2nkdl)$ becomes $O(N+3n)$, and $O(2Nkd\ell)$ becomes $O(2N)$.

Because $O(N+3n) \leq O(2N)$, $N+3n$ is always less than or equal to $2N$. Thus, $n \leq N/3$. This means that $n$ is less than $N$ on a factor of 3. As a result, the time it takes to run densed document representation vector is at least three times less than the time for document representation vector. This can be concluded that densed document representation helps the algorithm running faster.

**3.5 Short Text Document Clustering**

To cluster short text documents, the method begins by generating a pre-trained vector model from an external huge text corpus of a related domain. From this model, the Distributed Representation of Words
is generated. With the interested short text document data set, the unique words are extracted as vocabularies represented by the vector of fixed dimension. The detailed process of creating the document representation has previously been explained in Section 3.1. As previously mentioned in Section 3.3, text representations for short text documents in high-dimensional space are very sparse. Thus, these representations are processed with a vector densification mechanism to reduce the dimensions. A clustering process is performed using the K-means clustering algorithm [53], where the number of desired document clusters depends on the number of different classes in the documents. Documents are assigned to the cluster with the lowest document distance between document representation and cluster centroid. The document distance function is modified to handle the dense document representation. The details of document distance were previously explained in Section 3.2. After the passing of each iteration, the cluster centroids are updated based on their members’ similarities. The K-means algorithm runs iteratively until a standard terminating condition is satisfied. An example of the short text document clustering process is presented in Fig. 5.

From Fig. 5, we can see that the text documents are preprocessed and then represented in the form of Distributed Representation of Words. The representation is condensed and undergoes the clustering process. Finally, after the passing of certain iterations, document clustering results are available for evaluation.

![Fig. 5. Example of the Short Text Document Clustering Process.](image)

### 4. Experimental Results

#### 4.1 Datasets

To validate the effectiveness of the proposed method, experiments were conducted on the following four publicly available short text document data sets:
Combining Distributed Word Representation and Document Distance for Short Text Document Clustering

**BBC News** is a corpus of the BBC website’s news headlines collected in the years 2004–2005 by Greene and Cunningham and was firstly used as the baseline data set in their work [74]. There are altogether 2,225 short text documents surrounding 5 different areas: business, tech, politics, entertainment, and sport.

**SearchSnippets** is a corpus of Google’s web search transactions collected by Phan et al. and was firstly used as the baseline data set in their work [72]. There are altogether 12,880 documents surrounding 8 different areas: business, computers, culture-arts-entertainment, education-science, engineering, health, politics-society, and sports.

**StackExchange** is a corpus of the questions, posts, and comments asked on the Stack Exchange community’s web forum (https://archive.org/details/stackexchange). In the experiments, we randomly select short texts from 8 different classes. For this data set, we performed standard preprocessing techniques for the text as described in [75].

**Twitter** is a social media service where users can post “tweets”, short status messages. According to Twitter’s usage policies, each tweet is limited to no more than 140 characters [76]. Hence, Twitter represents one of the largest real-world user-generated social media data sets [6,77]. This dataset was randomly collected by the authors using Python’s Tweepy (https://github.com/tweepy/tweepy) library to connect with the Twitter Streaming API. The data consists of only English tweets surrounding 5 different areas. The standard text preprocessing steps and basic text cleanups, such as removing symbols, URLs, stop-words (https://www.ranks.nl/stopwords), and user mentions, were conducted as in [6,75,78].

The characteristics of the data sets are summarized in Table 1.

<table>
<thead>
<tr>
<th>Data set</th>
<th>No. of words</th>
<th>No. of vocab.</th>
<th>No. of classes</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>BBC News</td>
<td>4.4</td>
<td>7</td>
<td>3,712</td>
<td>BBC News Headlines</td>
<td>[74]</td>
</tr>
<tr>
<td>SearchSnippets</td>
<td>17.9</td>
<td>38</td>
<td>30,646</td>
<td>Web search transactions</td>
<td>[72]</td>
</tr>
<tr>
<td>StackExchange</td>
<td>11.0</td>
<td>160</td>
<td>13,888</td>
<td>Questions, posts, comments</td>
<td>StackExchange</td>
</tr>
<tr>
<td>Twitter</td>
<td>8.7</td>
<td>21</td>
<td>65,454</td>
<td>Social Media Statuses</td>
<td>Twitter</td>
</tr>
</tbody>
</table>
representations into groups based on their similarity. Euclidean distance, Cosine similarity, and WMD were used to find the similarities of documents.

The experimental results were compared against different baseline techniques. TF-IDF served as baseline for document representation. DBSCAN and CHAMELEON served as baseline for document clustering. For document similarity, Euclidean distance and Cosine similarity were the baseline methods.

For each data set, the experiments were performed using the different combinations of document representation, document similarity, and document clustering techniques. The experimental results were evaluated in terms of clustering quality, which includes precision, recall, F1, and adjusted Rand index (ARI).

4.3 Baseline Document Representation, Document Similarity, and Document Clustering

The following document representations, document similarity functions, and document clustering algorithms, in addition to the proposed method, were used in these experiments:

**TF-IDF** [31]: a text document representation that uses frequency of terms in a document divided by the frequency of each term in the entire document corpus.

**Euclidean distance** [43]: a standard metric for measuring the distance between two points, which is also used in text clustering. This is the default distance measure in the K-means clustering algorithm.

**Cosine similarity** [43]: a popular metric for measuring the cosine angle between two vectors, a representation for each text document. The cosine of the angle between vectors measures the similarity, closeness, and relatedness of the documents. A significant property of this metric is the independence of document length.

**CHAMELEON hierarchical clustering** [25]: one of agglomerative hierarchical clustering technique that operates on a sparse K-nearest neighbor graph. In this graph, nodes represent data items, and weighted edges represent their similarities. “Two-phase algorithm” is used to form clusters of these data. First, a graph partitioning algorithm is applied to the K-nearest neighbor graph to cluster data items into several small sub-clusters. Then, these sub-clusters are repeatedly merged to find the genuine clusters. The similarity of the clusters is determined by the two values: inter-connectivity and closeness.

**DBSCAN** [57]: one of the density-based clustering algorithms that groups data points into clusters by the density. DBSCAN performs clustering using three types of points: core points, border points, and noise points. The algorithm first identifies the core points by the density of points in a region of a specified radius around the point in which the density is higher than a certain threshold. The border points form the borders of clusters, which contain core points in their radii, but the number of neighbor points is lower than the specified minimum neighbor points. The noise points are the points that contain less points than the specified minimum neighbor points and do not contain any core points in their radius at all.

4.4 Clustering Quality

To validate the effectiveness of clustering, clustering measurements were used. Clustering measurements of the four data sets were measured by precision, recall, F1-score, and ARI. The experiments were conducted on the combinations of different document representations, document similarity functions, and document clustering methods. The clustering quality results are summarized and reported in Table 2.
Table 2. Clustering quality in terms of statistical average of precision, recall, F1-score, and ARI

<table>
<thead>
<tr>
<th>Method (W)</th>
<th>Precision K</th>
<th>Precision D</th>
<th>Precision C</th>
<th>Recall K</th>
<th>Recall D</th>
<th>Recall C</th>
<th>F1 K</th>
<th>F1 D</th>
<th>F1 C</th>
<th>ARI K</th>
<th>ARI D</th>
<th>ARI C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.47</td>
<td>0.23</td>
<td>0.19</td>
<td>0.42</td>
<td>0.00</td>
<td>0.08</td>
<td>0.39</td>
<td>0.00</td>
<td>0.11</td>
<td>0.09</td>
<td>0.13</td>
<td>0.52</td>
</tr>
<tr>
<td>2</td>
<td>0.47</td>
<td>0.17</td>
<td>0.28</td>
<td>0.43</td>
<td>0.00</td>
<td>0.15</td>
<td>0.40</td>
<td>0.01</td>
<td>0.19</td>
<td>0.11</td>
<td>0.07</td>
<td>0.62</td>
</tr>
<tr>
<td>3</td>
<td>0.84</td>
<td>0.23</td>
<td>0.14</td>
<td>0.28</td>
<td>0.00</td>
<td>0.06</td>
<td>0.22</td>
<td>0.00</td>
<td>0.09</td>
<td>0.00</td>
<td>0.13</td>
<td>0.21</td>
</tr>
<tr>
<td>4</td>
<td>0.87</td>
<td>0.13</td>
<td>0.02</td>
<td>0.64</td>
<td>0.01</td>
<td>0.02</td>
<td>0.58</td>
<td>0.01</td>
<td>0.02</td>
<td>0.50</td>
<td>0.01</td>
<td>0.16</td>
</tr>
<tr>
<td>5</td>
<td>0.98</td>
<td>0.23</td>
<td>0.31</td>
<td>0.98</td>
<td>0.00</td>
<td>0.12</td>
<td>0.98</td>
<td>0.00</td>
<td>0.17</td>
<td>0.94</td>
<td>0.56</td>
<td>0.27</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method (X)</th>
<th>Precision K</th>
<th>Precision D</th>
<th>Precision C</th>
<th>Recall K</th>
<th>Recall D</th>
<th>Recall C</th>
<th>F1 K</th>
<th>F1 D</th>
<th>F1 C</th>
<th>ARI K</th>
<th>ARI D</th>
<th>ARI C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.89</td>
<td>0.00</td>
<td>0.25</td>
<td>0.89</td>
<td>0.00</td>
<td>0.14</td>
<td>0.89</td>
<td>0.00</td>
<td>0.18</td>
<td>0.77</td>
<td>0.00</td>
<td>0.69</td>
</tr>
<tr>
<td>2</td>
<td>0.89</td>
<td>0.12</td>
<td>0.17</td>
<td>0.89</td>
<td>0.01</td>
<td>0.10</td>
<td>0.89</td>
<td>0.01</td>
<td>0.12</td>
<td>0.77</td>
<td>0.04</td>
<td>0.41</td>
</tr>
<tr>
<td>3</td>
<td>0.89</td>
<td>0.00</td>
<td>0.17</td>
<td>0.36</td>
<td>0.00</td>
<td>0.16</td>
<td>0.36</td>
<td>0.00</td>
<td>0.16</td>
<td>0.05</td>
<td>0.00</td>
<td>0.50</td>
</tr>
<tr>
<td>4</td>
<td>0.93</td>
<td>0.08</td>
<td>0.04</td>
<td>0.93</td>
<td>0.02</td>
<td>0.07</td>
<td>0.80</td>
<td>0.02</td>
<td>0.50</td>
<td>0.87</td>
<td>0.06</td>
<td>0.19</td>
</tr>
<tr>
<td>5</td>
<td>0.99</td>
<td>0.06</td>
<td>0.00</td>
<td>0.99</td>
<td>0.00</td>
<td>0.00</td>
<td>0.99</td>
<td>0.00</td>
<td>0.97</td>
<td>0.50</td>
<td>0.50</td>
<td>0.42</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method (Y)</th>
<th>Precision K</th>
<th>Precision D</th>
<th>Precision C</th>
<th>Recall K</th>
<th>Recall D</th>
<th>Recall C</th>
<th>F1 K</th>
<th>F1 D</th>
<th>F1 C</th>
<th>ARI K</th>
<th>ARI D</th>
<th>ARI C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.27</td>
<td>0.25</td>
<td>0.25</td>
<td>0.26</td>
<td>0.01</td>
<td>0.19</td>
<td>0.25</td>
<td>0.01</td>
<td>0.21</td>
<td>0.06</td>
<td>0.01</td>
<td>0.79</td>
</tr>
<tr>
<td>2</td>
<td>0.49</td>
<td>0.09</td>
<td>0.19</td>
<td>0.46</td>
<td>0.01</td>
<td>0.13</td>
<td>0.47</td>
<td>0.01</td>
<td>0.15</td>
<td>0.15</td>
<td>0.04</td>
<td>0.38</td>
</tr>
<tr>
<td>3</td>
<td>0.81</td>
<td>0.00</td>
<td>0.12</td>
<td>0.21</td>
<td>0.00</td>
<td>0.09</td>
<td>0.19</td>
<td>0.00</td>
<td>0.10</td>
<td>0.00</td>
<td>0.00</td>
<td>0.48</td>
</tr>
<tr>
<td>4</td>
<td>0.76</td>
<td>0.06</td>
<td>0.08</td>
<td>0.68</td>
<td>0.01</td>
<td>0.09</td>
<td>0.66</td>
<td>0.01</td>
<td>0.08</td>
<td>0.47</td>
<td>0.08</td>
<td>0.40</td>
</tr>
<tr>
<td>5</td>
<td>0.85</td>
<td>0.06</td>
<td>0.11</td>
<td>0.77</td>
<td>0.00</td>
<td>0.08</td>
<td>0.76</td>
<td>0.00</td>
<td>0.09</td>
<td>0.55</td>
<td>0.50</td>
<td>0.47</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method (Z)</th>
<th>Precision K</th>
<th>Precision D</th>
<th>Precision C</th>
<th>Recall K</th>
<th>Recall D</th>
<th>Recall C</th>
<th>F1 K</th>
<th>F1 D</th>
<th>F1 C</th>
<th>ARI K</th>
<th>ARI D</th>
<th>ARI C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.33</td>
<td>0.00</td>
<td>0.30</td>
<td>0.18</td>
<td>0.00</td>
<td>0.60</td>
<td>0.22</td>
<td>0.00</td>
<td>0.09</td>
<td>0.16</td>
<td>0.00</td>
<td>0.25</td>
</tr>
<tr>
<td>2</td>
<td>0.41</td>
<td>0.22</td>
<td>0.38</td>
<td>0.13</td>
<td>0.02</td>
<td>0.10</td>
<td>0.18</td>
<td>0.02</td>
<td>0.14</td>
<td>0.06</td>
<td>0.03</td>
<td>0.16</td>
</tr>
<tr>
<td>3</td>
<td>0.98</td>
<td>0.15</td>
<td>0.30</td>
<td>0.56</td>
<td>0.00</td>
<td>0.11</td>
<td>0.58</td>
<td>0.00</td>
<td>0.15</td>
<td>0.84</td>
<td>0.00</td>
<td>0.16</td>
</tr>
<tr>
<td>4</td>
<td>0.99</td>
<td>0.12</td>
<td>0.16</td>
<td>0.87</td>
<td>0.02</td>
<td>0.06</td>
<td>0.87</td>
<td>0.03</td>
<td>0.08</td>
<td>0.95</td>
<td>0.06</td>
<td>0.12</td>
</tr>
<tr>
<td>5</td>
<td>0.99</td>
<td>0.31</td>
<td>0.23</td>
<td>0.99</td>
<td>0.00</td>
<td>0.08</td>
<td>0.99</td>
<td>0.00</td>
<td>0.10</td>
<td>0.98</td>
<td>0.07</td>
<td>0.22</td>
</tr>
</tbody>
</table>


TF-IDF is a statistical-based text document representation generated from the frequency of the word occurrence in the document. This representation heavily relies on the term overlap, which occurs extremely rarely for this type of document. Alternately, Distributed Representation is learning-based text document representation generated by analyzing the relationship of terms and their co-occurrences. Furthermore, this document representation is aggregated with contextual information from an external background knowledge. Thus, learning-based text representation always performs better than statistical-based.

The experiments were conducted on two types of document similarity: string-based and knowledge-based. As previously mentioned, Euclidean and Cosine similarity are string-based similarities, while WMD is knowledge-based similarity. String-based similarity compares the strings on a word-by-word basis, but WMD incorporate the background knowledge to determine the text similarity. Knowledge-based similarity can capture not only the syntactic similarity but also the semantics as well, especially considering the characteristics of short text documents (short and with very few words). The results show that suitable document similarity also alleviates the issues. The combination of learning-based text representation with knowledge-based document similarity always performs better than any other.

Considering document clustering methods, experiments on density-based, hierarchical-based, and partitioning clustering were also conducted. As previously mentioned, the main considered factors in
selecting suitable clustering methods are the ability to handle large-dimensional data, cluster shape, cluster completeness, and time complexity. The experimental results have shown that a partitioning clustering method (K-means) is more suitable for clustering short text documents than density-based clustering (DBSCAN) due to the suitable clustering factors.

As experiments have been conducted on different combinations of document representations, document similarity functions, and document clustering methods, the experimental results are summarized in Table 2. Representing documents by TF-IDF with either Euclidean or cosine similarity as the document similarity function and clustering with either DBSCAN or CHAMELEON usually yield poorer clustering quality than K-means. For representing documents by Distributed Representation with either Euclidean or Cosine similarity as the document similarity function, clustering with either DBSCAN or CHAMELEON usually yield poorer clustering quality than K-means, as well. Comparing different text representations, representing documents by Distributed Representation with K-means as the document clustering method performs better than TF-IDF with K-means. Alternately, clustering with DBSCAN or CHAMELEON, regardless of document representation and document similarity function, usually provides lower clustering quality than K-means despite the document representation and similarity function. However, the use of Distributed Representation as document representation, WMD as document similarity function, and K-means as clustering method outperforms all other combinations for all data sets and clustering quality measures.

4.5 Impact of Data Set Characteristics

The experimental results have shown that, from different combinations of document representation, document similarity function, document clustering method, the use of Distributed Representation as document representation, WMD as document similarity function, and K-means as document clustering method outperforms any other technique in terms of different clustering quality measures. The experiments were conducted on four different publicly available short text data sets, which significantly confirmed that the proposed method performed better than the other baseline techniques. From Table 3, we can see that the data sets BBC News, SearchSnippets, and Twitter resulted in high clustering quality. These three data sets were composed of text documents of normal linguistic usage. However, Twitter data set sometimes contained symbolic characters but were cleaned up in the preprocessing step. For the StackExchange data set, the clustering method underperformed the other three techniques in terms of the clustering quality. By manually inspecting the data set, we could see that the documents from scientific web forums are usually composed of equations and variables. Although humans can distinguish the equations and variables from normal text in the documents and know that they convey some meaning, the clustering methods do not realize this difference and treat all of them the same, i.e., as normal text characters. Thus, this is the main factor that significantly impacts the clustering quality of this data set.

Table 3. Clustering quality of the proposed method (Distributed Representation + WMD + K-means) on different data sets

<table>
<thead>
<tr>
<th>Data set</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
<th>ARI</th>
</tr>
</thead>
<tbody>
<tr>
<td>BBC News</td>
<td>0.978</td>
<td>0.978</td>
<td>0.978</td>
<td>0.944</td>
</tr>
<tr>
<td>SearchSnippets</td>
<td>0.990</td>
<td>0.990</td>
<td>0.990</td>
<td>0.970</td>
</tr>
<tr>
<td>StackExchange</td>
<td>0.850</td>
<td>0.770</td>
<td>0.760</td>
<td>0.550</td>
</tr>
<tr>
<td>Twitter</td>
<td>0.995</td>
<td>0.995</td>
<td>0.995</td>
<td>0.987</td>
</tr>
</tbody>
</table>
Table 1 shows characteristics of the short text document data sets, including average number of words, maximum number of words, number of vocabularies, number of different classes of each data set, data set descriptions, and data set sources. We can see that documents that are too short and sparse, such as documents from BBC News data set, perform poorer, although acceptable, than those that are longer, such as Twitter. As a conclusion from Table 3, to achieve the best clustering quality, the minimum document length of incorporating the proposed technique should be at least, on average, 9 words per document.

4.6 Clustering Time

Table 4 presents the running time of each method combination. As previously mentioned, the time complexity of K-means is linear, but that of DBSCAN and CHAMELEON are non-linear. By comparing clustering methods, we can see that clustering by DBSCAN and CHAMELEON take much longer than by K-means. Furthermore, considering the running time with the data set characteristics in Table 1, we can see that the running time of the combination of Distributed Representation + WMD with K-means is directly proportional to the average number of words in the data set. More precisely, time complexity of the combination of Distributed Representation + WMD with K-means is of $O(\text{kdpm})$ where $|k|$ is the

<table>
<thead>
<tr>
<th>Method (Data set: BBC News)</th>
<th>Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method 1: TF-IDF + Euclidean</td>
<td>5  186  73</td>
</tr>
<tr>
<td>Method 2: TF-IDF + Cosine Similarity</td>
<td>5  46  182</td>
</tr>
<tr>
<td>Method 3: Distributed Representation + Euclidean</td>
<td>1  166  100</td>
</tr>
<tr>
<td>Method 4: Distributed Representation + Cosine Similarity</td>
<td>1  23  230</td>
</tr>
<tr>
<td>Method 5: Distributed Representation + WMD</td>
<td>24  25,245  944</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method (Data set: SearchSnippets)</th>
<th>Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method 1: TF-IDF + Euclidean</td>
<td>8  48  17</td>
</tr>
<tr>
<td>Method 2: TF-IDF + Cosine Similarity</td>
<td>8  14  54</td>
</tr>
<tr>
<td>Method 3: Distributed Representation + Euclidean</td>
<td>1  35  30</td>
</tr>
<tr>
<td>Method 4: Distributed Representation + Cosine Similarity</td>
<td>1  19  77</td>
</tr>
<tr>
<td>Method 5: Distributed Representation + WMD</td>
<td>76  24,909  234</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method (Data set: StackExchange)</th>
<th>Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method 1: TF-IDF + Euclidean</td>
<td>7  27  10</td>
</tr>
<tr>
<td>Method 2: TF-IDF + Cosine Similarity</td>
<td>8  10  37</td>
</tr>
<tr>
<td>Method 3: Distributed Representation + Euclidean</td>
<td>1  17  21</td>
</tr>
<tr>
<td>Method 4: Distributed Representation + Cosine Similarity</td>
<td>1  3  41</td>
</tr>
<tr>
<td>Method 5: Distributed Representation + WMD</td>
<td>65  13,870  120</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method (Data set: Twitter)</th>
<th>Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method 1: TF-IDF + Euclidean</td>
<td>4  66  17</td>
</tr>
<tr>
<td>Method 2: TF-IDF + Cosine Similarity</td>
<td>5  6  36</td>
</tr>
<tr>
<td>Method 3: Distributed Representation + Euclidean</td>
<td>1  14  24</td>
</tr>
<tr>
<td>Method 4: Distributed Representation + Cosine Similarity</td>
<td>1  2  41</td>
</tr>
<tr>
<td>Method 5: Distributed Representation + WMD</td>
<td>34  11,025  147</td>
</tr>
</tbody>
</table>
number of clusters, \(|d|\) is the number of documents, \(|p|\) is the number of unique words in documents, \(|m|\)
is the number of iterations before reaching condition of the stopping criteria. The smallest average
number of words is from the BBC News data set, and the highest is SearchSnippets. In addition, the
runtime of the proposed combination is smallest for BBC News and highest for SearchSnippets.
Furthermore, the runtimes of DBSCAN and CHAMELEON as a clustering algorithm are much higher
than that of K-means. Thus, K-means serves as a suitable document clustering method of this work.

4.7 Clustering Outputs

A sample of clustered documents are from data set BBC News headlines, shown in Fig. 6. From the
figure, we can see that documents in cluster 1 talk about business, cluster 2 about technology, cluster 4
about entertainment, and cluster 5 about sports. By manually inspecting the clustering outputs against the
ground truths by authors, it is confirmed that the documents in each cluster are semantically and
contextually related, which corresponds to the clustering quality of the proposed method. The manual
inspection was not only conducted on the BBC News headlines data set but also on the SearchSnippets,
StackExchange, and Twitter data sets as well. The proposed clustering methods contextually group
related documents together in the same group. From the clustering quality in Table 3, it seems that,
although the clustering process did not result in totally pure clusters of documents, the clustering output
reasonably represents the group members.

Fig. 6. Clustering outputs of clustered documents.

5. Conclusions and Future Research

This paper proposes an approach for grouping short text documents into different clusters of related
contexts. However, because short text documents usually contain very few words, this leads to sparsity
issues, while normal text representation techniques do not provide acceptable results. Thus, suitable
document representations, document similarity functions, and document clustering techniques are
presented. To attain the best results, Distributed Representation of Words are used to represent the
vocabularies in documents in the form of vectors that incorporate background knowledge by using
external knowledge sources. The document clustering is performed with K-means clustering, and the
WMD serves as document similarity measurement. To validate the effectiveness of the proposed method,
the clustering quality is conducted on the experimental results in terms of precision, recall, F1-scores,
and ARI. In addition to the clustering quality, a manual inspection on the clustering results by the authors
also confirms the effectiveness of this proposed method. Nevertheless, there are still issues that can be
further improved, such as performing clustering in a real-time manner to cluster text documents that
arrive as stream, which should be conducted in future works.
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