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Abstract
With the rapid growth of network traffic, a large number of connected devices, and higher application services, the traditional network is facing several challenges. In addition to improving the current network architecture and hardware specifications, effective resource management means the development trend of 5G. Although many existing potential technologies have been proposed to solve the some of 5G challenges, such as multiple-input multiple-output (MIMO), software-defined networking (SDN), network functions virtualization (NFV), edge computing, millimeter-wave, etc., research studies in 5G continue to enrich its function and move toward B5G mobile networks. In this paper, focusing on the resource allocation issues of 5G core networks and radio access networks, we address the latest technological developments and discuss the current challenges for resource management in 5G.
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1. Introduction

The rapid development of the Internet of Things (IoT) [1] and high-quality multimedia [2] has led to an exponential increase in data traffic year by year. According to this trend, the cellular network will become more and more congested and the quality of service (QoS) of mobile users will be degraded. As traditional networks cannot carry these service requests, International Mobile Telecommunications-2020 (IMT2020) proposes three major directions for 5G application scenarios, including enhanced mobile broadband (eMBB), massive machine type communications (mMTC) and ultra-reliable low-latency communications (URLLC). The 3rd Generation Partnership Project (3GPP) develops 5G standard specifications based on these three directions too.

Many technologies and architectures also support the development of 5G. In order to reduce the increasing operating pressure of core network equipment, the European Telecommunications Standards Institute (ETSI) proposed the concept of edge computing [3-6]. The concept of edge computing and fog computing is to put some resources near the UE, such as the base station (BS). Therefore, the user can obtain the data through the BS and does not need to wait for a response from the remote server. In this
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way, it can reduce transmission latency and obtain better QoS. The remote server does not have to service devices directly. It only needs to process a small amount of information sent by the BS, so it can reduce the burden on the core network. In addition, information-centric networking (ICN) [7-10] has some similar concepts to edge computing and fog computing. It caches data at neighboring network nodes to reduce the latency caused by the UE obtaining data from a remote server.

In order to increase the diverse application requirements of 5G, network slicing [11-14] is a must-have technology today. As early as February 2015, the “5G White Paper” proposed by the Next Generation Mobile Networks (NGMN) mentioned that the concept of network slicing technology was included in it [15]. In the 3GPP TR 22.891 technical report [16], the network slice is described as a collection of logical network functions that can support communication service requirements for specific application scenarios. At the ITU FG-IMT-2020 meeting, the participants also made comments on the network slicing technology, which also discussed the development of SDN and NFV in the 5G network architecture and the importance of network slicing technology.

Therefore, the combination of software-defined networking (SDN) [17-19] and network function virtualization (NFV) [20] is one of the current 5G development trends. SDN separates the control plane and data plane in the traditional network and sent control massage to many network devices through the controller. In this way, the network device only needs to process the packets, which greatly improves the control and the efficiency of network resources. NFV virtualizes the network functions of physical devices, such as firewalls, routers, deep packet inspection, and load balancers.

The implementation by software has excellent flexible configuration characteristics. In addition to increasing the efficiency of network service deployment, it can also reduce the purchase costs of hardware. SDN and NFV are independent of each other and can exist independently in the network system, but the two frameworks are highly complementary. For example, under the SDN architecture, when different services are provided to different users at the same time, customized services need to be deployed quickly. Therefore, NFV technology is required to achieve this; the establishment and communication between NFV require SDN support to achieve. Therefore, SDN restructures network architecture and does not change the functions of the network. NFV changes the type of network equipment without changing the functions of the equipment.

In addition to the 5G RAN system, the current mobile networks also coexist with different communication protocols such as 4G (LTE), WLAN (Wi-Fi), UMTS, and LoRa, gradually becoming a true World Wide Wireless Web (WWW) system that is supported by millimeter-wave, filter bank multicarrier, massive multiple-input multiple-output (MIMO) [21], D2D communication [22], co-frequency co-time full-duplex (CCFD) [23], ultra-dense networks (UDN) [24], and network slicing. In addition, 5G base stations are composed of macro cells and small cells (micro-BS, pico-BS, femto-BS). Some base stations use the cloud radio access network (C-RAN) architecture [25,26], which divides traditional BS into centralized unit (CU) and distribute unit (DU) to improve the flexibility of resource allocation. The core network has evolved into service-based architecture (SBA). On the whole, 5G will form a complex and flexible heterogeneous network architecture (HetNet) [27]. Fig. 1 shows a 5G architecture diagram.

With such huge network traffic and computational resource requirements, resource management (RM) is very important for 5G. RM can not only effectively improve the utilization of spectrum resources but also reduce transmission latency and save energy consumption through effective resource allocation. Therefore, the goal of this paper is to provide an introductory guide to the development of resource
allocation in 5G. We review RM in 5G of the existing works and provide a comprehensive classification of them. According to different network architecture, RM issues in 5G can be divided into two main categories: radio access network (RAN) and 5G core network (5GC). The goal of RM in RAN is mainly to improve spectrum efficiency (SE) and energy efficiency (EE). According to the communication type, the SE is divided into two sub-categories: cognitive radio network (CRN) and 5G. Among them, 5G RAN can be divided into fog radio access network (F-RAN) and C-RAN/H-RAN (hierarchical radio access network) according to the network architecture.

Fig. 1. The 5G architecture diagram.

Fig. 2. Hierarchical classification of the resource allocation in 5G literature.
Besides, according to the core network architecture, RM in 5GC is divided into two sub-categories: RM in 5GC with cloud and RM in 5GC with mobile edge computing (MEC). The picture of the proposed hierarchical or graded classification is shown in Fig. 2 together with the associated literature. The main contributions can be summarized as follows:

- We review the recent development of resource allocation in 5G both radio access network and core network.
- We classify existing works from a multidimensional perspective, including application goals, service type, resource type, etc.
- We compare and analyze recent works and discuss their advantages and drawbacks.
- We discuss some open issues and challenges in 5G resource allocation, and outline some important future research directions.

The rest of the paper is organized as follows: Sections 2 and 3 introduces the development and the challenge of resource allocation in 5G RAN and core networks. In Section 4, we provide some important future research directions. Section 5 concludes this survey.


At 5G RM for RAN, it can divide two parts to discuss. First is the spectrum resource, the second part is energy-efficient. There is some introduction to the literature as follows.

2.1 Resource Management with Spectrum

2.1.1 The main challenges

With the development of new modulation techniques and MIMO in 5G, radio resource allocation becomes more important. Although the CRN can help the UEs to dynamically access the licensed channel to enhance the spectrum efficiency, the interference for the primary user (PU) and secondary user (SU) cannot be ignored. On the other hand, the fairness problem still exists for spectrum sharing.

C-RAN and F-RAN are regarded as promising architectures for 5G. However, the fronthaul bandwidth in C-RAN is still the bottleneck for data transmission. Therefore, how to allocate resources between baseband unit (BBU) and remote radio head (RRH) is one of the challenges in C-RAN.

2.1.2 The conventional solutions

Since spectrum resources are limited, how to effectively manage wireless network resources has been widely discussed. Although 5G uses high frequencies to expand the use of bandwidth, coverage and interference are potential challenges. Recently, most research and scheme are taken into account the interference, transmission rate, throughput, and spectrum prices to achieve spectrum resource management (SRM). In this subsection, we introduce this research with different communication types, involving CRN, 5G (C-RAN and F-RAN), etc. The detection schemes for resource management with spectrum is captured in Table 1.

Cognitive radio network: The CRN is a promising solution for SRM. Spectrum can be divided into licensed bands and unlicensed bands. The licensed band only applies PUs to use. On the other hand,
unlicensed bands are not complete and hard to use. Therefore, the SU can sense and try to access the licensed band when SU find the idle channel slot. In this way, the spectrum resource can be used efficiently. The CRN is an important technique in 5G but it still needs to overcome some problems to improve network performance.

Table 1. The detection schemes for resource management with spectrum

<table>
<thead>
<tr>
<th>Study</th>
<th>Year</th>
<th>Network architecture</th>
<th>Scheme</th>
<th>Important metrics</th>
<th>Simulator</th>
</tr>
</thead>
<tbody>
<tr>
<td>[28]</td>
<td>2017</td>
<td>5G CRN</td>
<td>MIMO-OFDMA-based relaying</td>
<td>SINR, transmit power and transmission rate</td>
<td>MATLAB</td>
</tr>
<tr>
<td>[29]</td>
<td>2018</td>
<td>Enhanced 5G CRN</td>
<td>Dynamic spectrum aggregation</td>
<td>SINR, total shared licensed spectrum</td>
<td>N/A</td>
</tr>
<tr>
<td>[31]</td>
<td>2018</td>
<td>CRN</td>
<td>CCI mitigation SUs clustering algorithm and max-min utility optimization</td>
<td>Correct reception probability</td>
<td>N/A</td>
</tr>
<tr>
<td>[32]</td>
<td>2018</td>
<td>CRN</td>
<td>Load Estimator for Multiple Secondary Users</td>
<td>Number of selected channels</td>
<td>MATLAB</td>
</tr>
<tr>
<td>[33]</td>
<td>2018</td>
<td>Dynamic spectrum access network</td>
<td>Channel pricing algorithm</td>
<td>User preference, spectrum pricing</td>
<td>N/A</td>
</tr>
<tr>
<td>[34]</td>
<td>2018</td>
<td>CRN</td>
<td>Optimal monotonic optimization algorithm and suboptimal monotonic optimization algorithm</td>
<td>Average total throughput</td>
<td>N/A</td>
</tr>
<tr>
<td>[35]</td>
<td>2018</td>
<td>CRN</td>
<td>Deep neural network</td>
<td>Average spectral efficiency</td>
<td>N/A</td>
</tr>
<tr>
<td>[36]</td>
<td>2019</td>
<td>C-RAN</td>
<td>Spectrum efficiency-based joint optimization for offloading and resource allocation (SJOORA) scheme</td>
<td>Profit</td>
<td>N/A</td>
</tr>
<tr>
<td>[37]</td>
<td>2017</td>
<td>C-RAN</td>
<td>Interference-aware greedy heuristic algorithm</td>
<td>Sum rate</td>
<td>N/A</td>
</tr>
<tr>
<td>[38]</td>
<td>2019</td>
<td>C-RAN</td>
<td>Fixed point algorithm for channel allocation</td>
<td>Revenue</td>
<td>N/A</td>
</tr>
<tr>
<td>[39]</td>
<td>2019</td>
<td>5G RAN</td>
<td>Intelligent resource scheduling strategy (iRSS) for 5G RAN slicing</td>
<td>Revenue</td>
<td>Python</td>
</tr>
<tr>
<td>[40]</td>
<td>2018</td>
<td>C-RAN</td>
<td>Distributed mode selection and resource allocation+ CSI based many-to-many matching algorithm for RRH association+ Stackelberg game based D2D power control</td>
<td>Transmit power</td>
<td>N/A</td>
</tr>
<tr>
<td>[40]</td>
<td>2018</td>
<td>C-RAN</td>
<td>Dinkelbach-based algorithm</td>
<td>SINR fidelity</td>
<td>MATLAB</td>
</tr>
<tr>
<td>[42]</td>
<td>2019</td>
<td>FeRANs</td>
<td>Delay-aware bandwidth allocation</td>
<td>Migration traffic, non-migration traffic, and granted time slot</td>
<td>MATLAB</td>
</tr>
<tr>
<td>[43]</td>
<td>2019</td>
<td>F-RAN</td>
<td>Cluster formation algorithm, single-agent RL based caching, multi-agent RL based caching</td>
<td>System throughput, channel state information (CSI)</td>
<td>N/A</td>
</tr>
<tr>
<td>[44]</td>
<td>2019</td>
<td>F-RAN</td>
<td>GM-SPAS, MSRT-SPAS</td>
<td>Spectrum price</td>
<td>N/A</td>
</tr>
<tr>
<td>[45]</td>
<td>2020</td>
<td>IoT</td>
<td>Static scheduler and dynamic borrowing scheduler description</td>
<td>Number of resource blocks</td>
<td>MATLAB</td>
</tr>
<tr>
<td>[46]</td>
<td>2019</td>
<td>V2X network</td>
<td>IHG-RA</td>
<td>Received signal, SINR, RB</td>
<td>N/A</td>
</tr>
</tbody>
</table>

FeRANs=fog-enhanced radio access networks, GM-SPAS, game model based spectrum pricing and allocation scheme, MRST=multiple spectrum reuse technology based spectrum pricing and allocation scheme.
To increase the network capacity, the MIMO-OFDMA (orthogonal frequency-division multiple access) has been proposed in many studies. In [28], to guarantee the QoS with delay bound constriction, the authors have formulated the non-convex problem to convex problem for maximum effective capacity. To satisfy the objective function, they also proposed the scheme of heterogeneous statistical QoS-driven power allocation with mathematical. Although proposed method can efficiently reduce the power consumption and support high QoS, they only consider the SINR to define the problem.

In [29], the authors focus on enhanced 5G CRN (E-CRN). It means that these systems joint the spectrum sensing and geolocation by TV white space (TVWS). There is a trade-off problem, however, between spectrum sharing with licensed and spectrum aggregation with unlicensed. To solve the problem, the functions of shared value and the aggregate value are defined in this literature. In order to improve spectrum efficiency, this paper proposes dynamic spectrum aggregation and spectrum lean management.

At the same time, Xin et al. [30] also take into account the spectrum sharing. The difference from [29] is that the authors consider the spectrum sharing of PU and SU on geolocation. In order to solve the problem of frequency band resource allocation, the authors separately propose band allocation or release at the root spectrum access system (SAS) and sub-band allocation of streams in local SAS. They analyze the performance through mathematical proof. Although these papers almost consider the spectrum sharing with PU and SU and the network performance, they only take into account the interference in their system. Unfortunately, the latency is also an important metric in CRN. At the same time, these researches do not consider the fairness between PUs and SUs.

In CRN, as SU has the opportunity to access the licensed frequency band, spectrum resources can be effectively utilized. However, if there are multi-SUs in CRN, how to manage resources is important. Xu et al. [31] propose the fairness power allocation strategy. First, the authors consider the problem of maximum correct reception probability (CRP) is a non-convex and complex problem. Therefore, the authors divide the problem into two parts, namely sub-channel allocation and max-min utility power allocation. At the part of co-channel interference (CCI) sub-channel allocation, the main idea is following the average SINR between two SU, and the k-means will use for clustering the SUs into multiple groups. Next, the max-min utility power allocation the nonlinear Perron-Frobenius theory is considered for this problem. The authors take into account the interference between SUs and assume that the channel state information is perfect.

This assumption, however, does not fit the real environment situation. In [32], the authors proposed a load estimator for multiple SUs to find the largest useable spectrum hole. In this paper, the authors consider the length of the spectrum hole to find the maximum transmission rate. This estimating method can improve the transmission rate. Li et al. [33] consider the different qualities of the main system and formulate a spectrum pricing model based on the Hotelling game. SUs can buy channel according to the rule of Hotelling game. In this research, the authors also consider the interference of SUs with the primary system. To achieve the Nash equilibrium, an iterative pricing algorithm is proposed to solve this problem. Although this paper can find the sub-optimal solution, there is a high time complexity for this method.

The power constraints of SUs are considered in [34]. If the power of SUs is too large, it will cause the PU to suffer very serious interference, which is not fair to the PU. The problem of maximum SUs throughput and optimal sensing threshold, however, should be overcome in multi-band-multi-user. Hence, the monotonic based scheme was proposed in this paper. By using this approximate method can find the sub-optimal solution; nevertheless, find the global optimal also a problem. Hence, in [35], a deep neural network (DNN) is proposed to solve the spectrum resource allocation in multi-channel CRN. The
concept is to determine the ratio between total transmit power and allocated transmit power at each channel by allocating the transmit power of the SU. It is worth noting that DNN must consider the tradeoff problem between SUs transmit power and interference of PUs. Although deep learning can find better solutions than approximate methods, training time is an important consideration.

Cloud radio access network based: Since 2009, China Mobile has proposed the concept of C-RAN. The C-RAN is still the topical issue in the last ten years. As the characteristics of C-RAN centralized management, resource management can be very easy. Although CRN can effectively use spectrum resources, most operators do not support the use of CRN due to operators’ profit factors. On the other hand, the fairness of PUs is a big problem. Therefore, some literature focuses on the C-RAN and hopes it can help allocate spectrum resources.

In [36], the task-aware C-RAN with MEC structure was considered. This structure can help the operators get the extract profit and process the task with high computation needs. The authors consider some metrics, including limited bandwidth at fronthaul, latency with offloading, and computational resources. They formulate SE based joint optimization for offloading and resource allocation problem as maximum profit, which is an NP-hard problem. The results show that both the number of successful offloading and the probability of successful offloading are almost close to the optimal solution. The proposed method, however, requires a long computational time. In [37], the authors formulate the problem of joint users to BS association and try to maximize the resource utilization of the network. To solve this problem, the authors propose the heuristic algorithm based on greedy for coordinated scheduling. In this paper, they reduce the computing complexity but when the number of users becomes more and more, the error with the sum rate becomes large.

At the same time, the concept of resource allocation for pricing has proposed in [38]. The mobile network operator (MNO) has the physical resource, and the mobile virtual network operator (MVNO) will lease the resource from MNO. Using lease resources from MNO, the MVNO can service the user. This problem, however, can be divided into two parts to discuss, namely maximizing the revenue from MVNO to MNO and maximizing the utility-surplus from MVNO to the user. Although the fixed-point algorithm can reduce the time complexity, the MNO maybe want to find the best revenue that spectrum utility becomes low.

Consider network slicing, a collaborative learning framework has proposed in [39]. The learning framework includes deep learning (DL) and reinforcement learning (RL). The main goal in this paper is to minimize the mean-square-error (MSE) and design schedule on-line resource.

Although the C-RAN can easily manage the resource, the device-to-device (D2D) communication may be one of the solutions to increase the SE and reduce the latency. Considering the loading of the BBU pool and fronthaul, the idea of adding D2D communication to the C-RAN has proposed in [40]. To find the maximum SE, the RL based strategy has used in this paper. Even though this proposed method can improve the system SE obviously, they only consider the uplink. In [41], the authors give a definition of the channel status in the C-RAN and evaluate its channel status information. In this paper, they prove the better SINR fidelity by increasing the transmit power for a UE but there are still problems with multi-users.

Fog radio access network based: In 5G, the F-RAN is one of the techniques to achieve the goal of URLLC. The concept of F-RAN is to join the communication infrastructure into fog computing. In this way, the computing component can be closer to UEs. Although F-RAN is one of the promising archi-
Li et al. [42] take into account the limited resources of F-RAN. Hence, F-RAN needs to migrate service to improve performance. To smooth the service migration, the authors consider the delay metrics and propose the bandwidth slicing scheme to dynamic allocation the bandwidth for service migration and non-migration. It is worth noting that this study only focuses on single-wavelength bandwidth slicing. The multi-wavelength bandwidth in the real world, however, is an important issue. In [43], the Stackelberg game was to be used to find the optimal cache resource and radio resource. In this literature, the role of resource management and fog access point (FAP) is a leader and follower, respectively.

To achieve a stable state, the cluster formation algorithm was designed for FAP. At the next step, the single-agent reinforcement learning (SARL) algorithm and multi-agent reinforcement learning (MARL) algorithm was proposed to find the global and local optima cache allocation. Simultaneously, the Stackelberg game also proposes in [44]. Difference between [43], the concept of spectrum pricing was taken into the game and formulate. In this way, the waste of spectrum resources can be avoided. On the other hand, the literature also considers spectrum reuse to improve spectrum utilization. In addition, the authors also discuss the relationship between the real situation of base station dynamic coverage and UEs requirements. These two papers also using game theory to improve system performance and achieve a win-win.

Other: Due to the mMTC requirement, IoT communication is an important issue in 5G. In [45], the authors focus on radio resource management (RRM) for multi-traffic IoT communication in 5G. In this paper, the authors discuss the human-to-human (H-H) and machine-to-machine (M-M) communication. And consider the maximum bandwidth utilization rate in one transmission time intervals (TTI). To solve the problem of maximum bandwidth utilization rate, two new scheduling methods have proposed, called static schedule and dynamic borrowing scheduler description.

At the initial step, the resource blocks will assign in one TTI, and the traffic classifier distinguishes the traffic that is H-H or M-M. When traffic has a classifier, the required number of a resource block for M-M or H-H will compare with the assigned resource block at the initial step. When the required RBs exceeds the usable RBs, it only accepts a part of RBs. Finally, the bandwidth utilization rate will be calculated. Even though this paper divides the traffic into M-M flows and H-H flows, IoT communication will become more complicated in the future. Therefore, more types of streams need to be considered. In addition to IoT, vehicle-to-everything (V2X) is also an important scenario [46]. To improve the sum rate, the authors proposed the interference hypergraph-based resource allocation (IHG-RA) scheme in non-orthogonal multiple access (NOMA)-V2X communication. Consider the situation with the transmit power of the vehicle, even though the sum rate has reduced, the proposed method can still keep the sum rate within acceptable.

2.2 Resource Management with Energy Efficiency

2.2.1 The main challenges

Recently, there are many literature focus on 5G RAN. The topic of EE is an emergency issue, and it needs to solve first. According to network architecture and requirements of 5G, the different network types and the massive number of devices should contain. There are some challenges to the EE issue. (1) In C-RAN, due to the feature of centralized management, the architecture of RRH-BBU and fronthaul
transmission. These features that computing power is increasing, as well as, the management is more easily. Consider that, however, when overloading of fronthaul/BBU pool and computing complex task; it will increase the energy consumption. (2) In the wireless network, the QoS is an important metric to analyze network performance. If we want to reduce energy consumption, however, there is a high probability of sacrifice the QoS. Therefore, the tradeoff problem between QoS and EE has to consider resource management.

2.2.2 The conventional solutions

The EE will discuss in this section. With the mobile device increase very quickly, energy consumption becomes an important issue. For the telecom operator, the energy cost is the heavy loading and unhappy to see it. Hence, most literature focus on reducing energy consumption. The detection schemes for resource management with EE is captured in Table 2.

<table>
<thead>
<tr>
<th>Study</th>
<th>Year</th>
<th>Network architecture</th>
<th>Scheme</th>
<th>Important metrics</th>
<th>Simulator</th>
</tr>
</thead>
<tbody>
<tr>
<td>[47]</td>
<td>2019</td>
<td>F-RAN</td>
<td>DRL-based communication mode selection and resource management</td>
<td>Power consumption</td>
<td>N/A</td>
</tr>
<tr>
<td>[48]</td>
<td>2018</td>
<td>F-RAN</td>
<td>Iterative resource allocation algorithm</td>
<td>Economical energy efficiency (E3)</td>
<td>N/A</td>
</tr>
<tr>
<td>[49]</td>
<td>2017</td>
<td>C-RAN</td>
<td>Hierarchical location-based</td>
<td>Handover, host utilization</td>
<td>N/A</td>
</tr>
<tr>
<td>[50]</td>
<td>2018</td>
<td>C-RAN</td>
<td>Sleeping strategy</td>
<td>Power consumption, delay</td>
<td>N/A</td>
</tr>
<tr>
<td>[51]</td>
<td>2018</td>
<td>C-RAN</td>
<td>Clustering+ scheduling</td>
<td>Downlink throughput, RTT, processing time</td>
<td>Open-air-interface (OAI)</td>
</tr>
<tr>
<td>[52]</td>
<td>2018</td>
<td>H-CRAN</td>
<td>Online learning algorithm</td>
<td>BER, capacity, EE</td>
<td>Software defined radio testbed</td>
</tr>
<tr>
<td>[53]</td>
<td>2019</td>
<td>H-CRAN</td>
<td>Arrival rate based average energy-efficient</td>
<td>EE, queue length, power consumption</td>
<td>N/A</td>
</tr>
<tr>
<td>[54]</td>
<td>2019</td>
<td>H-CRAN</td>
<td>Iterative algorithm</td>
<td>Throughput, Utility function</td>
<td>N/A</td>
</tr>
</tbody>
</table>

**Fog radio access network based:** In [47], the authors consider the network is dynamic and assumes that the user can choose to use D2D communication or C-RAN. Due to this reason, resource allocation becomes more difficult. To achieve the goal of saving energy, authors take into account models of calculation, cache, and energy consumption. They define the problem according to these models. Next, the deep RL-based algorithm has proposed to help to select the communication mode and optimize resource allocation. The authors use cache to do one of the metrics in this paper; nevertheless, they do not consider the power consumption that cache data migration. Simultaneously, Yan et al. [48] also concerned about the F-RAN using the Economical Energy Efficiency (E3) metric, including throughput, cache capacity, fronthaul transmission, and energy consumption. To solve this problem, the iterative algorithm, power allocation algorithm, and resource allocation algorithm has proposed in this paper. Most of the 5G applications, however, has low latency requirement but latency and computing time is the lack to discuss in this paper.
Cloud radio access network based: In [49], according to the UE mobile state and location, the authors have proposed a location clustering algorithm based on managing resources to reduce energy consumption and latency. However, this study does not restrict the constraint of fronthaul. In [50], the authors formulate the EARTH model that the power consumption model can fit the C-RAN. Then, the sleep strategy model was proposed in this paper, called the logarithmic barrier method. By using this method, power consumption can be significantly reduced. For the problem definitions of these two studies, one is based on the number of handovers and the other is based on the delay. These factors, however, will affect QoS and power consumption, so for C-RAN, these factors need to be considered and resolved together.

As mentioned earlier, when the BBU pool is overloading, the energy consumption will increase. Hence, the resource allocation for the BBU pool is also important. In [51], the authors formulated the computing energy consumption according to testbed results. Next, the two sub-problems were discussed and solved, including BBU energy-aware resource allocation and allocation of bandwidth and power. Finally, the authors develop a corresponding method to solve them. This work is to obtain real data through the testbed and formulate their problem. How to build a large-scale with the real environment by testbed, however, is still a problem to be overcome.

In [52], in order to improve the BS capacity, bit error rate, and EE, the authors propose the online learning resource allocation model in H-CRAN. The model overcomes the curse of dimensionality and reduces the convergence time. However, since the proposed method will allocate resources according to the number of UEs with high QoS requirements, it is unfair for UEs with low QoS requirements. Therefore, how to find a mechanism to solve this trade-off problem is very important. At the same time, Zhang et al. [53] also consider the EE in H-CRAN. First, the authors define the power consumption model based on H-CRAN architecture according to the transmit power constraints, the minimum average data rate, and average power. In the second step, the Lyapunov optimization method has used in this paper. Then, the matrix for optimal power allocation can be obtained. Finally, the problem can solve by the arrival rate based on average energy-efficient (ARAE). For OFDMA uplink in H-CRAN, Amani et al. [54] want to solve allocate the problem of RRH and FAP. They formulate the problem as a non-convex curve problem, which is a kind of NP-hard problem. To solve this problem, the iterative-based scheme has used to approach the optimal solution. Although the proposed method can increase the throughput and reduce energy consumption, the tidal effect of traffic should be considered when designing the offloading strategy.

3. Resource Management in 5G Core Networks

RM in 5G core networks can be divided into parts. The first part is RM with MEC. The second part is RM with cloud. The details are as follows:

3.1 Resource Management with Mobile Edge Computing

3.1.1 The main challenges

The combination of SDN, NFV, and MEC is increasingly being witnessed in the literature for achieving network scalability and deployment flexibility. But the complexity of the placement of virtual network functions (VNF) due to latency, computational resources, data rate capacity, and data rate will be a
challenge for resource management. For example, although deploy massive NFV in MEC can reduce transmission latency for service applications, it will increase the computational cost for MEC. Therefore, an effective method is needed to solve the trade-off problem.

### 3.1.2 The conventional solutions

With the popularity of various smart devices and IoT sensors, mobile network traffic is rapidly increasing. In order to increase network scalability and deployment flexibility, NFV and SDN have become the key technologies that enable the 5G network service. In addition, MEC can greatly reduce the transmission time for the UE to obtain resources from the cloud server. The combination of NFV, SDN and edge computing can meet the extreme requirements of new and diverse applications. The comparison of literature on resource management with MEC is captured in Table 3.

For MEC resource management based on NFC architecture, Shi et al. [55] proposed a method that combines the MDP and Bayesian learning approach to dynamically allocate cloud resources for NFV components. They use historical data to predict future resource reliability, which helps to enhance resource management performance. However, the proposed model isn’t comprehensive because the authors didn’t consider NFV component dependencies between multi-tenants. In [56], the authors proposed a fuzzy service offload decision mechanism (FSODM) algorithm to balance traffic load, which can respond faster to deployment microservices. They divided system architecture into upper (cloud), middle (resource monitoring and management) and lower layers (microservices). Microservices communicate with each other by RestAPI [57]; Controller Module uses Kubernetes’ kubectl API [58]. The experimental results show that FSODM can auto-determine the number of microservices that need to be extended and maximize resource utilization. Nevertheless, the authors didn’t consider the transmission delay.

For MEC resource management based on NFC and SDN architecture, Basta et al. [59] proposed three optimization models. They aim to minimize the network load cost and data center resources cost through finding the optimal placement of the data centers and the SDN and NFV mobile network functions. The contribution in this paper is that the authors consider the joint optimization of VNF function chains, SDN controllers and switches. The multi-objective model results in Pareto optimal solutions shows that the proposed model can achieve a balance between network load cost and data center resources cost. Song et al. [60] proposed a VNF-RACAG (VNF resource allocation scheme based on Context-Aware Grouping) technology.

They aim to minimize the end-to-end delay in edge networks and the number of transfers between clusters. The contribution of this paper is that the authors consider the location and the requirements of the user to deploy VNF within the edge network. Simulation results show that compared with WiNE [61] and PSwH [62] schemes, the proposed VNF-RACAG algorithm can obtain significant gain in end-to-end delay. Do and Kim [63] proposed a heuristic algorithm called UARG. This algorithm can build a usage track tree to efficiently distribute the standby functions over different deployment areas, such as a server, availability zone, center. They compared the proposed UARG to other greedy-based algorithms—bandwidth greedy (BWGR), availability greedy (AVGR), and zone greedy (ZOG). Simulation results show that UARG has better performance than other baseline solutions in terms of computing and bandwidth resources. Ma et al. [64] proposed a management architecture for 5G core network SBA and a workload allocation algorithm. They use MNIP to formulate problems and consider bandwidth cost, processing delay, and energy cost to reduce network operating costs.
Table 3. Comparison of literature on resource management with MEC

<table>
<thead>
<tr>
<th>Study</th>
<th>Technology adoption</th>
<th>Simulator</th>
<th>Methodology</th>
<th>Metrics</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>[55]</td>
<td>NFV</td>
<td>Dell PowerEdge Servers R720 and R810 with RHEL 6.5 operating system, WorkflowSim</td>
<td>MDP</td>
<td>Time constraint and execution cost</td>
<td>Minimize cost for entire NFV workflow</td>
</tr>
<tr>
<td>[56]</td>
<td>NFV</td>
<td>XenCenter 7.0.0, Kubernetes</td>
<td>Fuzzy-based method</td>
<td>CPU, memory</td>
<td>Load balancing traffic</td>
</tr>
<tr>
<td>[59]</td>
<td>SDN+NFV</td>
<td>Java framework</td>
<td>MILP</td>
<td>SDN traffic, latency, CPU</td>
<td>Minimizing the network load cost and data center resources cost</td>
</tr>
<tr>
<td>[60]</td>
<td>SDN+NFV</td>
<td>MATLAB</td>
<td>MILP, context-aware grouping algorithm</td>
<td>CPU, link capacity in the RAN</td>
<td>Minimize end-to-end delay</td>
</tr>
<tr>
<td>[63]</td>
<td>SDN+NFV</td>
<td>Python, PyCarm</td>
<td>INLP, UARG</td>
<td>Resource capacity of data center, bandwidth, computing resource</td>
<td>Minimize total WAN bandwidth and computing resource consumption</td>
</tr>
<tr>
<td>[64]</td>
<td>SDN+NFV</td>
<td>MATLAB</td>
<td>MNIP, workload allocation algorithm</td>
<td>Energy cost, delay</td>
<td>Minimize delay, bandwidth, and energy cost of cloud and MEC.</td>
</tr>
</tbody>
</table>

3.2 Resource Management with Cloud

3.2.1 The main challenges

For all kinds of network services, if operators always use the same network equipment, it will cause a lot of waste of resources. Therefore, Network Slicing is considered to be a very important network architecture for 5G, which allows multiple logical networks to run on shared physical network infrastructure. Each logical network is isolated and can provide customized network resources, such as bandwidth, latency, capacity, and so on. In addition to network resources, each logical network also includes some computing and storage resources. The architecture of network slicing can use NFV or SFC to achieve some specific network functions but there are also some challenges. The concept of the cloud is to centralize resources. Integrating NFV and SDN technologies can provide the required resources according to different services, saving a lot of unnecessary resource waste.

Even so, there are bottlenecks in the implementation of resource management. For example, user mobility will affect the carrying capacity of the node, resulting in complexity in management. Therefore, how to dynamically deploy VNF according to changes in demand is a major challenge for resource management in 5G with cloud. In addition, frequent dispatch resources will also cause other costs.

3.2.2 The conventional solutions

In this section, resource management technologies in 5G with cloud are introduced and studied. In order to improve the efficiency of resource management, the methods of NFV combine cache, per-group slicing, dynamic optical resource allocation have been proposed in the existing methods. The detailed comparison of these methods is captured in Table 4.
Most existing research on RM with cloud computing is based on NFV and NFV+SDN architectures. For NFV architectures, since network slicing may cause a loss of multiplexing gain available, resources allocated to each slice will become isolated and exclusive. To solve this problem, Shimojo et al. [65] propose a concept called “per-group slicing” and a service-slice mapping algorithm that can efficiently automate service grouping and slice creation/accommodation to improve multiplexing gain and resource-usage efficiency. To evaluate the performance of the proposed algorithm, they test the effect of loss of multiplexing gain at SGWs, PGWs, and the physical server. Experimental evaluation shows that the proposed algorithm can reduce both the number of slices and function wastage through selecting appropriate parameters. Nonetheless, the parameters in this paper depend on the actual functions for each service. It needs to quantify the thresholds to balance the number of slices and the total amount of function wastage.

It is important for resource management to find a trade-off between legacy and virtualized entities to be able to provide services and meet the QoS. Therefore, Abaev and Tsarev [66] proposed a hysteretic approach based on the queuing model for triggering scale out/in process. In addition, they consider the hybrid 5G EPC core, including legacy and virtualized entities. The simulation results show that the number of legacy entities can significantly increase system performance. In [67], the authors propose an efficient caching resource allocation scheme in 5GC to maximize the utilization of physical caching resources. The contribution of this paper is that they propose a concept that integrates network slicing and in-network caching. ILP model is also used to formulate cache resource allocation problems.

The proposed scheme based on CRO [68] which mimicked the molecular interactions in the chemical reaction. Simulation results show that the concept of integrating cache and network slicing can improve the utilization of physical caching and save the cost of CapEx and OpEx. In [69], the authors proposed an approach that enables cloud infrastructure management and orchestration (MANO). They proposed a Reference Resource Affinity Score (RRAS) as a metric to optimize decisions and actions of the
virtualized systems inside the cloud infrastructure. But these methods didn't consider realistic traffic and system conditions.

For NFV+SDN architectures, Buyakar et al. [70] proposed an auto-scaling approach called bit rate aware auto scaling (BAAS) to solve problems that inappropriate network slicing may cause either over-provisioning or under-utilization of the underlying network infrastructure resources. The contributions in this paper include that authors implement a network slicing based 5G network architecture by extending NFV-LTE-EPC framework as a testbed and maintain the bit rates of data planes and number of data planes required. However, the proposed method can be improved by creating network slicing architecture with various verticals.

In [71], the authors proposed a software defined optical networking (SDON) architecture and an optical switch load balancing (OSLB) algorithm for resource allocation. This architecture enables dynamic resource allocation according to the users’ requirements. The simulation results show that the proposed algorithm is adaptable to the environment of mobile networks of handover and overload.

4. Open Issues and Future Trends

In the part of RM in 5G RAN, there are some issues that need to be solved. On the spectrum, dynamic spectrum allocation is a popular issue. At this issue, the method of spectrum sensing and spectrum sharing in CRN is very important. When PUs leaves the licensed channel to find the idle time slot, and the SUs can access licensed channel to achieve the spectrum sharing. Although the spectrum sharing and dynamic spectrum access can achieve the maximum SE, the SUs will make the interference to PUs also need to consider. On the other hand, the MIMO and new radio modulation technology is an important issue in 5G RAN. Hence, most of the literature used network slicing to help solve this problem.

In addition to spectrum resource allocation, the EE is also important in 5G. According to the network architecture for 5G, it is complex than the traditional cellular network. Due to this reason, it will also affect the power consumption increase. At the EE, the BBU pool resource allocation is a problem in C-RAN. Most of the paper has been formulated the problem can meet the game theory and using the iterative algorithm to find the sub-optimal solution. On the other hand, F-RAN also is a good idea to solve the disadvantage of centralized management. However, the F-RAN also will be faced with the problem, such as caching capacity, throughput. Therefore, how to offload or select the cache node is an important issue in F-RAN. At the same time, joint the D2D communication in C-RAN or F-RAN may be a solution to improve the SE. But using D2D communication has a high probability increase in energy consumption. Hence, how to allocate the bandwidth resource and power is one of the issues in 5G RAN.

In the part of RM in 5GC, the combination of network slicing and MEC is the current network architecture trend. Operators can deploy some VNFs into edge servers to reduce the delay of obtaining data from the remote cloud server. Compared with cloud architecture, MEC can provide more immediate services. However, how to achieve energy-saving and high utilization efficiency deployment is a challenge. In addition, as user mobility affects bearer and resource allocation of VNF, dynamic and immediate resource allocation needs to be considered to maximize 5G resource efficiency.

We review the resource allocation in 5G RAN and 5GC and provide some trends we observed. First, in order to satisfy the three requirements in 5G RAN, the relationship between the licensed band and the unlicensed band should be considered. By doing this way, we can utilize the spectrum more efficiently. Second, the H-CRAN or F-RAN will be a promising network architecture in 5G. On the other hand, the
D2D communication may be joint into the H-CRAN or F-RAN to enhance the SE. Third, network slicing is an important technique that dynamic spectrum and computing resource allocation in 5G RAN and 5GC can be implemented. Fourth, there are more and more research using learning algorithm, such as RL, long short-term memory (LSTM), and convolutional neural network (CNN), to make resource allocation more intelligence. Fifth, integrating edge computing and cloud computing to reduce computational time for real-time resource allocation is a trend for complex network architecture.

5. Conclusions

Multimedia, augmented reality (AR), virtual reality (VR), IoT, and other applications are continually developing. Traditional networks cannot support current network requirements. It is also difficult to solve the bandwidth and data requirements of a large number of UEs by upgrading the hardware specifications. Therefore, effective resource management is a promising solution for limited resources, including frequency resources, computing resources, and deployment costs. To achieve high elasticity and high flexibility resource management, network slicing is an indispensable technology. In addition, MEC has become one of the necessary network architecture to achieve complex and difficult application scenarios. This study investigates the resources management in 5G, including the core network and RAN, and systematically follows the network architecture, application scenarios, and research goals to classify recent works. According to the survey, challenges for related research is proposed. We also provide readers with some future research trends and hope to promote more researchers to master 5G resource allocation.
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