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Abstract
Digital forensics is a vital part of almost every criminal investigation given the amount of information available and the opportunities offered by electronic data to investigate and evidence a crime. However, in criminal justice proceedings, these electronic pieces of evidence are often considered with the utmost suspicion and uncertainty, although, on occasions are justifiable. Presently, the use of scientifically unproven forensic techniques are highly criticized in legal proceedings. Nevertheless, the exceedingly distinct and dynamic characteristics of electronic data, in addition to the current legislation and privacy laws remain as challenging aspects for systematically attesting evidence in a court of law. This article presents a comprehensive study to examine the issues that are considered essential to discuss and resolve, for the proper acceptance of evidence based on scientific grounds. Moreover, the article explains the state of forensics in emerging sub-fields of digital technology such as, cloud computing, social media, and the Internet of Things (IoT), and reviewing the challenges which may complicate the process of systematic validation of electronic evidence. The study further explores various solutions previously proposed, by researchers and academicians, regarding their appropriateness based on their experimental evaluation. Additionally, this article suggests open research areas, highlighting many of the issues and problems associated with the empirical evaluation of these solutions for immediate attention by researchers and practitioners. Notably, academics must react to these challenges with appropriate emphasis on methodical verification. Therefore, for this purpose, the issues in the experiential validation of practices currently available are reviewed in this study. The review also discusses the struggle involved in demonstrating the reliability and validity of these approaches with contemporary evaluation methods. Furthermore, the development of best practices, reliable tools and the formulation of formal testing methods for digital forensic techniques are highlighted which could be extremely useful and of immense value to improve the trustworthiness of electronic evidence in legal proceedings.
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1. Introduction

The advent of digital technologies and communications have removed many of the traditional barriers associated with conventional forms of media. However, the emergence of the Internet, Social Networking sites (i.e., Facebook) and along with mobile technology has radically changed our lifestyle...
and the way we globally conduct business. Notwithstanding, it has also provided opportunities for criminal behavior to flourish. Modern communications which are now predominantly digital have meant that email, text messages, images, video in the form of electronic data transmissions have now become the preferred way of interacting and communicating with each other. Digital information and data have rapidly gained an inevitable and ever-present requirement in our everyday life by providing many opportunities not afforded previously. Unfortunately, this technology and digital evolution have also offered the same opportunities to those offenders who wish to abuse its intended application. Furthermore, people have discovered and invented sophisticated and innovative ways to commit traditional crimes using these technologies. Moreover, they have created new crimes like identity theft, cyberstalking, and ransomware. These offenses are labelled as cybercrimes and are linked explicitly with digital technology resulting in many of today’s current systems becoming vulnerable, and becoming viable tools supporting criminal activities given their availability.

However, with the advent of technology and digital communications, it has also helped to provide a set of new opportunities for criminal, and commercial investigators, who use this information to track the history of transactions, messages, and other forms of digital media by demographic location, or an individual’s address, bank account, passport or other identifier, etc. Investigators (including law enforcement agencies) can increasingly follow a criminal’s electronic footprint via audit trails and convict them based on digital evidence. Even though the electronic evidence is thoroughly examined in criminal proceedings; it is often accepted with extreme reluctance and caution. Notably, the evidence needs to show the authenticity and reliability for admissibility in a legal court of law. Although, for digital evidence, it requires disciplined and admissible scientific analysis, given that the data may easily be modified.

In legal proceedings, it is imperative to evaluate the quality and authenticity of any evidence critically to avoid unjustified decisions. The accuracy of forensic sciences has always been a cause for concern, and still; it is under debate. US National Academy of Sciences extremely criticized all the traditional analysis techniques such as matching of DNA, bite marks, fingerprints, firearm marks and footprint matching. They refuse to acknowledge them as exact, and precise science [1]. Moreover, it is emphasized to set up clear-cut scientific standards to verify the validity and reliability of forensic methods and allow the use of only scientifically proven methods in the courts [2]. A recent amendment to the US Federal Rule of Evidence 902(14) also advocates the use of best practices in digital forensics. Forensic methods, which lack suitable authentication and sound statistical foundation to justify different reasoning and outcomes are not acceptable. In addition, the methods that do not meet systematic standards of impartiality, objectivity, and independence, are also not approved in current legal practices [3,4].

It is a general observation that electronic evidence faces difficulty in meeting the standards of scientific criteria in courts [5]. Lack of trust in the digital forensic process and absence of an established set of rules for evaluation gives a smooth and accessible path for defense attorneys to challenge the evidence in courtrooms. They find several loopholes in the process of evidence collection and comparison to create reasonable doubt on the accuracy and credibility of the evidence. Critics also argued over the validity of digital forensic tools and methods [6]. Because of this, it is imperative to prove the domain as a rigorous, pragmatic and reproducible science, to offer its full support in the legal process.

Digital forensic techniques need to verify their accuracy and validation using systematically tested
methodologies. For this purpose, it is essential to establish the discipline on sound scientific principles to gain the desirable credibility and to avoid misconceptions and disagreements in the courts. However, confirming digital forensics as a precise and reproducible science is not a trivial task.

This article aims to explore the issues of scientific validation in the domain. These issues caused further complications in the systematic evaluation and validation of digital evidence. We followed a three-step approach for describing the issue. First, we examined the general criteria of empirical evaluation for forensic evidence and discussed the domain-specific problems. These issues appear to defy the assessment of digital evidence against the current scientific standards. In the second step, we explored some upcoming forms of electronic evidence. They further seem to complicate the issue of experimental evaluation. In the third step, we examined the potential solutions, already suggested, for these problems in literature and discussed their feasibility for empirical verification. Furthermore, we highlighted the future research goals, in the domain. We believe that a logical approach towards understanding the nature of electronic evidence and challenges within the field would allow us to explain the problem to the research community and suggest explicit goals for prospective research. It is not constructive to develop such methodologies and approaches in digital forensics; those are incapable of achieving legal and scientific validation.

Organization of this paper is as follows. Section 2 of this article outlines the general scientific criteria for evaluation of analytical evidence in legal proceedings. Furthermore, it outlines few significant organizational efforts to describe and standardize the requirements of the systematic and legal assessment, particularly for electronic evidence. Section 3 explains the current problems in the digital forensics; these issues contradicted the specified criteria for scientific evidence to support the fair and experimental evaluation. In addition, it explains the approaching technologies and laws related to the domain and their effects on the acceptance of electronic evidence and validation of forensic processes. Section 3 further lists the research goals for upcoming studies. Section 4 summarizes the discussion, and Section 5 presents the final debate.

2. Background

Forensic science can be defined as the use of scientific or technical approaches for the identification, collection, analysis, and explanation of evidence in legal proceedings and include an array of disciplines, each providing techniques and procedures. Notably, digital forensics is one of the primary domains given that all forensic sciences use valid principles and methods in the evaluation of evidence that is labelled as scientific evidence. Furthermore, the evidence must be empirical, as it provides support to either accept or counter a hypothesis and conclude on the guilty vs. non-guilty outcome. For actual evidence, it is essential that it can be explained and justified through systematic and experimental methods. The strength of any empirical approach relies upon the results of statistical analysis and appropriateness of the trial and controls in that domain. Accordingly, standards used to check the validity of scientific evidence may vary as per the field of forensic examination.

Over recent decades, forensic sciences have been criticized as ‘junk’ sciences in courtrooms. Junk science is the term commonly used to characterise and describe the problems among the law and scientific disciplines. Furthermore, the term is notably used within the context of expert testimony in lawsuits. Regardless of its extensive and frequent use, the term junk science has no precise definition or
meaning [7]. Similarly, it is also difficult to define a stable, reasonable or an exact science; these terms only present a contrast to junk science. However, “Good science” is characterised by the presence of testable hypotheses, reproducible results, verifiable process, peer-review or publication, general acceptance, standardization, experimentation, practicality, impartiality, realistic explanation, and use of precise methods. Good science becomes “Bad science,” if it fails to formulate, deliver or conduct itself appropriately by mirroring at least one of the features mentioned above as valid science, either accidentally or unknowingly. Therefore, as an outcome, the incorrect, un-justifiable or incomplete result would occur, without the right explanation. Bad science is transformed into junk science when its faults are intentionally ignored or incorrectly justified if the scientific process purposely overlooks the features mentioned previously, or if the results are just based only on data analysis to deliberately support the wrong ideas [8].

For scientific evidence, it is essential for it to be based on an exact science to prove its credibility and reliability within the criminal-justice system. The same rules apply for the acceptance and validation of electronic evidence. The Daubert criteria are currently recognized as the benchmarks for scientific evidence which are almost like the features used to describe “Good Science.” Additionally, it is common to follow the four Daubert criteria in legal proceedings, for evaluating the admissibility of scientific facts and testimony [9], including digital evidence [10,11]. However, these requirements are not exhaustive nor entirely conclusive, as the evidence and testimony may be accepted even when they do not meet any of the conditions. Also, they may potentially be rejected due to other factors, such as the relevance of the evidence or testimony. Nonetheless, these criteria are presently widely accepted for evaluating the reliability of forensic evidence [10,11]. The requirements are generalized as [12]:

(i) Either the scientific theory is already tested, or is it possible to prove empirically;
(ii) Availability of the known or probable rate of errors associated with the method;
(iii) Whether the procedure has been subject to peer review; and
(iv) Whether the relevant scientific community widely accepts the process.

Significant effort has been extended by various organizations to apply the criteria mentioned above within the digital forensic domain. Predominantly, the struggle continues to focus on formulating standard scientific objectives to evaluate the quality of electronic evidence and to streamline the collection and analysis processes. The European Network of Forensic Science Institutes (ENFSI), founded in 1995, with 67-member institutes from 36 European countries, is one such organization. ENFSI aim to improve the quality of forensic science, including the mutual exchange of information across Europe. Also, the forensic information technology (FIT) working group, from among 17 other working groups of ENFSI, deals with research, development, training, and educational matters. Furthermore, FIT also manages the technical issues associated with Internet investigations, the analysis of digital data, and the forensic examination of devices. FIT aims to provide a uniform standard and approach for member laboratories to achieve and support the ongoing need for the quality of evidence. Additionally, ENFSI has also developed and presented best practice manuals (BPM) in various disciplines, including digital forensics. The BPM for electronic forensic sciences emphasizes some key criteria and has extended the rules offered by the Daubert standard.

From among the best practices, several of the important best practices include the need for peer reviews to be undertaken of forensic processes and the development of examination protocols. The ENFSI has additionally proposed to establish contemporary techniques, calculate, and associate respective
error rates with these best practices, thereby estimating any uncertainty towards their intended outcomes. Furthermore, ENFSI has emphasized the verification of forensic processes and legal functions, also suggesting proficiency testing for laboratories and methods [13]. However, the BPM is not a set of standard operating procedures (SOP), nor is it the standard. Nevertheless, the BPM offers a general framework for procedures, quality goals, and training processes, and overall legal issues. NIST, SWGDE and FSR similarly, have directed their efforts towards developing standard methodologies and guidelines for digital forensic procedures. Even though these guidelines are infrequently adopted, a single unanimously defined criterion to evaluate electronic evidence has not been developed. Section 3.3 presents and discusses the best practices guidelines and efforts to standardize these areas within digital forensics.

Recently, a key amendment to the US Federal Rule of Evidence 902, as Rule 902 (14) was proposed; to streamline the admissibility of electronic evidence, and from January 1, 2017, the bill comes into effect within the United States. Previously, Rule 902 provided a list of the self-authenticating documents, which included: government documents, notarized documents, newspapers and publications, and business records. Moreover, these records do not need further evidence of authenticity for their admittance in a legal, judicial court. Presently, sub-part (14) includes reference to electronic data in the list of documents, if the document or documents are collected and certified through a digital identification process conducted by a certified and qualified person. Accordingly, the person must apply best practices for collecting, preserving, and verifying the evidence. At present, certified digital evidence only reflects a stable assumption surrounding authenticity, and remarkably, the associated Government Advisory Committee (GAC) has emphasized the application of generated “hash values” and to verify these after collecting evidence to confirm the self-authenticating criteria. In addition, subpart (13) of the Evidence Rule 902, states that an electronic record is similarly self-authenticating if generated by a process that produces accurate and precise results. The only way to manage the accompanying identification and verification process is to use specially designed tools for the collection and preservation (including archiving) of evidence obtained from digital documents and other forms of electronic media.

Indeed, the rule would also offer adequate credibility of the electronic evidence. However, at the same time, it would reject the use of non-verifiable and non-defensible forensic techniques required and agreed to by the courts. Therefore, it is likely as a result, that the legal community would adopt the practice globally. Although, when the legal fraternity finally decides to adopt these practices, they would hopefully realize the need to integrate “best practices” and “certified processes” into their present and future work practices, and at the same time, acknowledging the limitations associated with digital forensics. Nonetheless, if many of the constraints and issues could be resolved, this may also help to provide the necessary support and confirmation as to the value of digital forensics.

Recently, a variety of professional forums have raised many scientific validation and verification issues with present digital forensic disciplines. In September 2015, the president of the United States requested his Council of Advisors on Science and Technology (PCAST) to examine prior reports produced by the National Council on Strength and Fitness (NCSF) and Organization of Scientific Area Committees (OSAC) on forensic sciences. The PCAST council aimed to provide new contributions for strengthening forensic-science disciplines and ensuring the systematic reliability of forensic evidence in the USA. As part of this work, forensic science practices (including those considered as being state-of-the-art practices) and relevant literature, of the scientific and legal assessments made in the 2009
National Research Council (NRC) report were examined. PCAST concluded that the most useful contribution in this domain would be to add further clarity to the systematic interpretation of “reliable principles and methods” and to unambiguously describe “scientific validity” in the context of individual forensic disciplines. Furthermore, the Scientific Working Group on Digital Evidence (SWGDE) examined the issue of empirical validation in this domain, presenting several, but general validation criteria.

In this article, the issues which affect the development and adoption of best and certified practices in digital forensics are considered. Also, problems necessary for the research community to address will be discussed, along with further explanation focusing on developing practical methods for the scientific assessment of forensic techniques in legal proceedings. It is considered that these issues be resolved to meet the essential criteria for accuracy and reliability.

3. The Issues Associated with the Acceptance of Digital Evidence as Scientific Evidence

In this study, several aspects are considered which could conflict with the formal recognition of digital forensics as a sound and scientific discipline. Notably, these issues constitute the most probable reasons attributed to the lack of appropriate formal testing and verification of forensic methods. Eventually, the shortage of empirical verification will adversely affect the overall acceptance of digital evidence as being legally sound and reliable scientific evidence.

3.1 Standard Data Sets

Scientific research can be performed with or without a standard and with the same data sets. The choice of data sets highly depends upon the nature of the work. Some studies, such as intrusion detection, require access to Malware samples. Likewise, in a facial recognition system, the demand for images of human faces are needed, but for encryption schemes, certain data sets may not be required. Moreover, the same input sources are essential for comparing two different techniques used for the similar purpose, i.e., intrusion detection. Similar data sets are also necessary to test the proposed improvements in an existing approach. Therefore, researchers are required to use identical data sets to evaluate and test new techniques or to re-implement other methods to assess and check their own (proprietary) data sets. The latter process requires full access to the specifications or requirements for the new technique or proposed new changes plus the implementation plan or strategy of the person’s work. Thus, evaluating the results on identical data sets is the preferred choice, saving considerable time and effort.

Throughout the literature, it evident that researchers in the field of digital forensics are still facing the problem of not having standard data sets for comparative experimentation purposes [14-20]. Also, the availability, quantity, completeness, integrity and quality of existing data sets are significant issues as they appear to be insufficient in both size and scope [21].

Accordingly, these facts seriously interfere with the acceptance of digital forensic research as a robust and reliable discipline. Furthermore, any dependable science should be able to produce consistent
outcomes, each time, under specified conditions because reproducibility is a crucial aspect of systematic methods. However, in the absence of standard data sets, it is almost impossible to compare the results from the different research methods and to evaluate these on their practical use. In fact, it is not logical to argue this point, without performing thorough testing and comparisons being made, and to gauge whether a specific technique can solve a problem or issue, and can offer better results than the other techniques on the data set. Additionally, it would be equally suitable to apply this approach for similar problems on distinct data sets in the domain. At the same time, systematic testing is not achievable without the same data sets and may not be manageable to share data from actual criminal cases with the scientific community due to privacy and data sovereignty constraints. Consequently, researchers are therefore bound to evaluate their study or proposed techniques based on personal, unreal or immaterial data only.

In the absence of standard data sets, academics to test their work, have been using various methods to obtain suitable data. Accordingly, they usually rely on smaller sets of publicly available data, and more often than not, create their own data sets whereby, the process of data collection, pre-processing and organization, usually creates an unintentional bias in the data sets. For instance, to identify cases of Cyberbullying researchers mainly collect data from publicly available and accessible sources such as from online Twitter posts. Typically, the usual percentage of online posts associated with bullying are minor compared to the size of the total data. So, to increase the size of abusive content in their training data, researchers will often filter the sample data using specific and offensive keywords. Therefore, as a result, the data may acquire more occurrences associated with bullying within it. The increase in target content helps in training, applying the models in a specific scenario or situation and the identification process. However, the data set obtained using this method would potentially be biased. Likewise, several researchers collected data from within a different period and from various locations using a distinct set of keywords. Indeed, the results obtained from the technique to identify instances of cyberbullying justifies the approach to trace abusive behavior in online social media communications. Notably, comparing any false or true positive hit rates from these results with actual and known population data is unreasonable in this scenario. Moreover, in this instance, if the approaches use two wholly distinct and biased data sets for testing, the resultant identification and error rates may not even provide a precise and useful measurement to compare two different techniques to identify instances of abuse or cyberbullying.

Most of the work in digital forensics has focused on the areas of extraction, analysis, and the presentation of data as evidence; with limited effort on establishing standard corpus [14]. Between 1998 and 2006, Garfinkel et al. [14] acquired more than 1,250 hard drives and in 2009, presented some forensic datasets with accompanying metadata. Even so, the researchers did not entirely adopt that corpus in subsequent studies due to the limited set of files and disk images. In 2006, DFRWS initiated the Common Digital Evidence Storage Format (CDESF) Working Group, to establish a standard format for storing and transferring evidence and related metadata. Unfortunately, the working group did not achieve their overall purpose and objectives and were dismissed in 2007 due to the lack of available resources. Importantly, the Computer Forensic Reference Data Sets (CFRDS) project sponsored by NIST is currently offering several sample cases, to researchers, although, these cases may only provide limited help to researchers in their experimentation work [22], as these data sets are few and limited in scope and diversity.
In another study, the importance of real data sets and various issues of creating and using synthetic data was conducted [23]. The study highlighted the limitations of purpose-built data corpus. According to the study, manufactured data sets are too specific for general solutions, and besides, it is difficult to prove that the results are also suitable for real data. Importantly, the relevance of data corpus and its transferability are also significant issues. The study also describes an approach to constructing synthetic data corpus and the means to avoid the generic pitfalls. A separate study also acknowledges the limitations of data corpus, further explaining them in the context of social media data [21].

The authors in another study highlight a similar problem within the area of social media forensics; they recommended relying on the publicly available data portion for social media forensics [15]. While a large volume of social media data is openly accessible and used for experimentation; the approach as explained earlier was not accepted for verification and standardization of techniques and comparison of tools. Instead, it may be more appropriate to create fewer reference data sets by simulating instances of known electronic crime using various specified system based configurations. However, during the creation of these sets, academics and researchers must observe all necessary parameters and manage the issues, associated with the creation of syntactic data corpus for digital forensics, as discussed in [21,23]. Furthermore, the synthesized data sets should be viewed as a contribution in the domain. There are presently limited examples of these data sets, (i.e. corpus of Twitter) created for sentiment analysis [24]. Subsequently, in the absence of standard data corpus, it is impossible for any technique or tool to evaluate against the initial two Daubert criteria related to comprehensive testing and known error rates.

### 3.2 Establishing Error Rate

In a recent study of 100 random digital forensics lawsuits, 10 of these cases claimed errors in data collection and analysis with only two of these cases reversed [25]. Incorrect output and a wrong timestamp were blamed on the forensic software being at fault. Furthermore, the contamination of evidence during examination was cited. Another 13 cases appealed for miscalculation in sentences and sentence enhancement, and from among these claims, six were proven to be valid in court. In this regard, the State of Florida v. Casey Anthony (2011), the murder trial of a 2-year-old girl, is an example where false forensic evidence was offered. The forensic software used to search for the term “Chloroform” reported that the word was cited 84 times by the primary suspect while it was only once [26], mentioned, with the erroneous data, proving to be a severe setback for the prosecution.

To address the issues in legal proceedings, the second Daubert criteria requires associating an established error rate with the techniques and tools used for forensic collection and evaluation. The error rate is the measure of the frequency of errors in a given method; it is used to establish the accuracy, and reliability of that approach, and is presented as false positives and false negatives. False positives represent the number of instances which incorrectly indicate a particular condition or if an attribute is present, while, false negatives represent the total occurrences which incorrectly show that a specific state or trait is absent. Notably, these error rates are used to describe the confidence in a given technique and are used to quantify the associated accuracy and reliability of the technique. However, these error rates are used to refer to random errors; these errors arise from unknown and unpredictable changes during the experiment.

In digital forensic techniques, most of the errors are systematic instead of random; these errors arise
due to the use of imperfect or inappropriate methods and tools. Therefore, calculating and associating arbitrary error rates for any given method or tool does not confirm the reliability and accuracy of that technique or software tool. Furthermore, for any reliable statistical calculation, it is assumed that essential components of the population remain static such as blood for DNA analysis. However, where the digital infrastructure is highly dynamic, a new kind of media (i.e., Facebook, cloud data) and hardware such as a solid-state drive, is entirely different from older media and devices. The tool or method tested on one type of hard drive with high accuracy may prove altogether inaccurate for another model [27].

Moreover, investigative work in digital forensics is exceedingly reliant on tools which are necessitated and required to make sense of binary data. Accordingly, the success of analytical tools decidedly depends upon the velocity and accuracy of scientific research within the domain. Digital forensic software consists of two parts. First, the method or algorithm which dictates the execution of the task; this component is part of the systematic research. Secondly, the implementation of the algorithms or research methods through code writing or programming, performed by software developers. Software code (used to develop the program) is known to possibly have inherent bugs (i.e. incorrect logic or instructions) for several reasons. Furthermore, the impact of these bugs may vary and can produce inaccurate results. Forensic software tools will undoubtedly compete with the challenges brought about by exceedingly dynamic and sophisticated technology. Also, formal and detailed software testing is often overlooked or rushed, given the competition of other similar products entering the market or through competing and emerging technologies (i.e. mobile devices). The excessive costs involved in testing software, the time required, skilled resources, and the absence of verifiable and recursive protocols are formidable factors in preventing adequate and comprehensive testing of software tools. Therefore, it is not a reasonable practice to calculate error rates individually for either software tools or underlying techniques and associate them with the overall process. Further, it is imperative to test and evaluate the fundamental methods; first independently and then in combination with code fragments.

Few studies have suggested using formal methods which are helpful in reducing some of these costs in contrast to using ad-hoc and time-consuming verification processes, which may help to improve the quality of software. Also, formal verification could assist in the design and development of more intelligent and capable methods for managing digital investigations [28,29]. Few models have suggested an individual specification and supporting documentation to accompany each identified software function that may serve as required criteria to validate the tool [30]. This representation allows the development of formal methodologies, which can confirm, verify and evaluate a distinctive task or function when needed, irrespective of the original and overall intent of the tool. During the testing process, a set of performance metrics may help to identify and decide on the necessary scientific measurements relating to the precision and accuracy of this approach as this may help to offer extensibility and neutrality in the process, and manage the dynamically reactive nature of the testing practices. In this regard, NIST initiated a Computer Forensics Tool Testing (CFTT) project to develop testing methodologies for computer forensic software [31]. Furthermore, to propose guidelines for general tool specifications, requirements, and formulate procedures, criteria, and materials for comprehensive testing. Although its contribution stayed limited to a few instances, such as disk imaging, write blocking and file recovery. In 2014, they also published guidelines for mobile device forensics.
A report by the SWGDE explained in detail the nature of errors and error mitigation strategies [27]. This report made a significant contribution by identifying digital forensic techniques and tools as distinct parts in the process. Furthermore, the report focused separately on identifying potential sources of errors for the overall process, theorizing that error mitigation strategies are not just limited to only finding error rates. However, it is helpful and essential to calculate them where they are applicable. An error mitigation process in digital forensics should be clearly articulated and specific, relating to the task at hand. The report also recommends to distinguish between limitations and error rate, for instance, hash algorithms are designed with minimal false positives such as for MD5; it is one chance in 2\(^{128}\).

Furthermore, each imaging software application should be capable of managing readable data around bad sectors differently, resulting in distinctive output and multiple hash values. The resultant difference in output data is not an error but is just a fundamental limitation in hardware failure.

Moreover, in this report, the working group concluded that the identification of potential errors along with specific error mitigation strategies and additional testing was helpful to prove the reliability of the tools. Ultimately, these techniques increased the confidence in the overall process. Notably, this work places a strong emphasis on systematic and exhaustive testing of tools. Indeed, this study helped to understand fundamental validation problems associated with underlying techniques, and explaining the need for separate error handling strategies for each. Also, the report identified the potential sources of errors, although not implying any specific solution for the comparison and evaluation of tools and techniques. Forensic techniques and tools for social media or the cloud platform are still considered to be in their infancy. Finding potential sources of errors and formal testing models remains as an open issue in this domain.

### 3.3 Standardization Issues

Digital forensics deals with a vast assortment of electronic devices and information formats which are further proprieties of a diverse group of software developers and device manufacturers. Indeed, creating standards, for such a large and varied group of stakeholders, is a challenging task. Also, complicating matters further, the participants are reluctant to agree to certain standards and rules and often resulting in potential conflicts of interest with one another [32]. The academic community and practitioners have always complained about the shortage of SOPs in digital forensics and have strongly voiced the requirement of having systematic and sound methods for forensic investigations [33-35]. Still, very few partially productive standards and procedures are available within the domain.

In the United States, the National Institute of Standards, and Technology (NIST) was established to develop an infrastructure for forensic sciences and to address related standardization and quality issues. NIST consulted with the OSAC for various forensic disciplines; one of the five Scientific Area Committees (SACs) dealt with digital and multimedia domain. In June 2010, NIST and OMTP (later renamed as WAC) unfortunately, only managed to introduce a few requirements for advanced SIM cards and mobile device security and failed to provide any unified environment for developers [36,37].

The SWGDE, initially known as the Technical Working Group (TWG), was also established in the United States with the primary aim to develop collaboration and cooperation among several organizations to ensure consistent procedures and practices were adopted in the domain. The group provided some basic guidelines and definitions for digital forensics with several of the guiding
principles published and later adopted by the G8 [38]. During their tenure, SWGDE issued more than 50 best practice guidelines. Notably, few standards have implemented these procedures such as ASTM E2763 (ASTM 2012). ASTM describes the standard methods for seizing, handling, imaging, analyzing, documenting and reporting of potential evidence. Although, ASTM does not incorporate all aspects of an electronic investigation; such that the standard does not include at this stage, any information for using forensic tools or managing multiple operating systems.

The Forensic Science Regulator (FSR), another government body in the UK, ensures that both appropriate and quality standards are practised across the judicial system. The FSR further identified the requirements that were needed for new and improved standards and provided a compliance guideline, setting out the rules for forensic science providers. In 2008, the first forensic regulator was appointed, and since then, the office of the FSR continues to ensure that law enforcement organizations follow appropriate quality control principles for forensic science laboratories and legal practitioners. The present FSR has set the goal of achieving accreditation for digital forensics in 2017, which seems a challenging task given the lack of any formal validation processes within the field. Additionally, the Digital Forensics Specialist Group (DFSG) is currently advising and assisting the FSR on achieving their goals [39], focusing on the necessity of ‘Method validation’ to meet quality standards in digital forensics. In 2016, a guidance draft was published emphasizing on the validation of forensic methods instead of software tools, like black box testing that does not require the source code for validation purposes [40]. While this approach does not require proprietary source code, the validation process still requires an assessment to be conducted on known data samples, which are relatively limited in digital forensics.

Subsequently, the diversity of the domain, the uniqueness of each investigation, rapidly evolving technologies and different legislations are constraining the standardization in this field [34,35]. As a result, any single set of guidelines or standards will be unable to address all digital forensic process dimensions and different aspects, and therefore, a diverse set of rules and guidelines relating to their own legislation tend to be adopted. Moreover, given that multimedia, the cloud, and social media evidence is a relatively new and evolving field, there are no established guidelines and standards to administer, report and evaluate them. Indeed, digital communications are not limited by physical boundaries, and therefore, electronic crime could occur anywhere, and at any time, whether it is the cloud or on social media and other community networking sites. Therefore, cross-jurisdiction digital forensics capabilities are still limited.

The rapid expansion in underlying technologies associated with electronic computation, storage and communications, are the main reasons for the lack of standardization. Furthermore, latest techniques have led to the development of new and broadening dimensions in the field, such as social media, cloud, and IoT forensics. Recent attention towards digital data and forensics is quickly turning into an area of focus and opportunity for many companies; the business of these corporations thrives on the diversity of techniques and the maximum privacy they offer to clients and are eager to provide as much variation and confidentiality to users as possible. Also, these factors are continuing to add further technically unique and legally intricate challenges in this domain. Therefore, most of the effort and focus to establish appropriate standards and best practices guidelines remain limited.

Therefore, the lack of unified practices and standard operating procedures affects the role of digital evidence in legal proceedings. For instance, the State of North Carolina v. Bradley Cooper is an example
where the only decisive evidence was a Google map image, sourced by the suspect, pointing to the exact location where the law enforcement officers found the victim’s dead body [41]. However, this evidence became controversial due to the improper handling of the evidence by the law enforcement officers. Both the prosecution and defense remained unsuccessful in their efforts to prove or disprove its validity. Similarly, the trial of United States v. Anthony Suarez and Vincent Tabbachino (2010), is a further example of procedural misconduct. In this trial, the criminals receive a conviction on corruption and bribery charges, and the evidence was the incriminating SMS messages. However, the accused was later evicted in a retrial because the Federal Bureau of Investigation (FBI) failed to preserve and produce the SMS messages [42].

The unavailability of best practices in specific areas, including the implementation of different procedures in various regions reflect the lack of generally agreed-upon standards or sound practices in science and law enforcement communities. Furthermore, this issue seriously interferes with the general acceptance criteria stated in the Daubert standard. Even the scientific community involved in the development of the guidelines and best practices, however, enforcing the adaptation and implementation of best practices is beyond the reach of scientists.

3.4 Anti-Forensic Techniques & Tools

In general, any attempt or methodology used to modify, upset, refute or restrict a valid scientific forensic investigation is considered as being anti-forensics (AF). AF still does not have any agreed-upon definition [43], despite several efforts to provide a standard description as presented in [44-46]. Concealment and evasive behaviors are universal in all criminal disciplines. Sometimes criminals will intentionally perform these behaviors to mislead an analysis or examination, and often merely exist due to common factors. The inability to identify these evasive behaviors during an inquiry will severely compromise the integrity of the extracted evidence. Moreover, AF procedures directly affect the reliability of digital evidence if the trustworthiness of the evidence is successfully challenged in court and creates significant doubt; the evidence would be deemed useless.

Connecticut v. Amero is an example of a wrongful conviction due to the unawareness of adware existing on the device. The forensic tool used to extract and examine the data failed to differentiate between human activity by the user and the effect of malware residing on the device [26]. In this trial, initially, a school teacher was sentenced for felony charges for possession and exhibition of pornographic material on her work computer. Afterwards, they presented evidence that confirmed that the incriminating content was produced by the malicious code and not by the user. Therefore, the court reversed the conviction as the evidence proved to be wrong.

Another argument suggests that legal software packages are considered reliable, by the courts without significant proof of their dependability. In fact, that is a direct violation of Daubert’s essential criteria for the acceptance of scientific evidence [6]. In 2007, the US Black Hat conference further emphasized this point and demonstrated several attacking mechanisms on forensic methods through AF tools [47]. The participants concluded that the legal tools and techniques used for the analysis and identification of evidence were at the time, not developed to resist AF attacks, and the testing methods often ignored AF activities during their evaluation and validation. Furthermore, in 2012, a survey found that only 2% of research papers in the domain were related to anti-forensic research, therefore indicating that forensic analysis and research efforts were not sufficient to manage such extensive and intricate problems [48].
Various anti-forensic techniques are identified and classified in multiple studies [43,44,49]. The most widely accepted taxonomy categorized the AF activities into data hiding, artefact wiping, trail obfuscation and direct attacks against both the forensic process and tools [50]. In 2016, other studies extended the existing taxonomy by the identification of techniques and tools for AF [51], where they provided the identification and classification of various anti-forensic tools. The presented taxonomy includes a diverse set of common code fragments; they are not designed for this purpose, neither are they known as AF tools but are readily usable for anti-forensic purposes. In 2017, Hausknecht and Gruicic [52] further refined the AF taxonomy where they separated the AF techniques into low and high-tech categories. They included physical data destruction, hard drive scrubbing, steganography, and cryptography to low-tech anti-forensic methods and cited data saturation, file signature masking, hiding data in the slack and unallocated space using nonstandard RAID configurations and NSRL scrubbing among high-tech techniques [53]. Notably, these taxonomies and identification of AF tools serve as a cautioning to the vigilant forensic community. The identification of probable indications of anti-forensic activity is another open problem, and investigators need to be aware of indications of these events like the presence of encrypted virtual machines and AF tools.

In a separate study, a counter forensic framework, proposed analysis and authentication requirements were proposed [54], with the researchers further recommending that all tools in the anti-forensic environment be tested [52,55]. Accordingly, this examination in the AF environment would offer a substantial improvement to establish reliability parameters for the legal acceptance of forensic tools. Furthermore, it is not practical nor feasible to describe the relevance of AF techniques such as the anti-forensic methods that relate to networks, as these may not apply to mobile devices and vice versa. Therefore, to determine and explain the potential effectiveness of these approaches, it is necessary to consider the underlying platform and configuration of devices and networks. However, there is an unlimited number of settings, machines, and software to study, and virtually a limitless number of combinations which will further increase the difficulty of the already complicated task of identification and classification of AF techniques and tools.

3.5 Diversity and Quick Evolution in Digital Forensic Sub-Fields

Various challenges met by digital or cyber forensics in general have been outlined and classified in several previous works [15,29,56-62]. In a study presented in [63], the authors reviewed the research literature from 2000 to 2012 and separated the issues into five key categories of complexity, diversity, quantity, unified time-lining, consistency, and correlation, and also, prioritize the analysis problem of large data, among other issues. In 2015, a further researcher provided a more recent classification of the problems by providing an excellent taxonomy of existing issues concerning technical, legal, enforcement, personnel-related, and operational challenges [64].

The extraordinary evolution in the field of electronic communications techniques and technologies are the underlying reasons for most of the validation issues arising in digital forensics. This rapid progression is significantly resisting the emergence of analytical disciplines as valid science. Notably, in 2014, a literature survey reported a significant increase in mobile devices and cloud forensic research [65], and interestingly, this study did not identify any research related to social media forensics in the period 2008 to 2013. This is mainly because the survey did not list those topics for which the authors could not find more than five publications.
The rapid speed and variety of emerging techniques and devices in digital computing and communications have made it extremely difficult to develop sound scientific principles and to test best practices thoroughly for digital forensics. Indeed, social media, cloud computing and storage, encryption techniques and the IoT are a few of the emerging technologies in the domain. Also, every new discipline takes a considerable amount of time to evolve as an exact science. Furthermore, the theories and practices in each subject are debated and tested for many years before finally being accepted or rejected on sound scientific grounds and principles. However, the timeline of digital communications history is too concise and incredibly intricate to aid the development of the related forensic science as an exact discipline. Section 5 of this article, further discusses the effect of the progression of electronic technologies towards scientific development and validation in the field.

In the next section, upcoming frontiers in digital forensics and their specific issues are discussed, which are contradicting even the established and accepted practices of the domain. These fields need a new set of technical solutions and legal adaptations to be determined. Therefore, the objective of this section is not to provide a review on the respective sub-fields such as social media or cloud forensics, but instead, to provide an insight on the manner of how the emergence of these fields is affecting the already established practices in the domain. Moreover, they are further enhancing the difficulties to prove digital forensics as a valid science. To explain this point, the latest sub-fields in the domain currently in practice, along with their unique challenges, are briefly discussed. Additionally, observations are also presented on the current standards and practices that are inadequate to manage these issues, and several immediate and open research areas are also listed, requiring urgent attention and addressing with a precise focus on legal and scientific validation.

3.5.1 Social media forensics

Social media evidence is a new forefront of criminal proceedings, both for traditional and for cybercrimes. However, it also raises unique legal and technical challenges for digital forensics. Trials involving social media evidence are increasing each day. According to various surveys, in 2012, there were 689 published cases where social media data was presented as evidence, and further highlighting that from 2015 this practice has been quickly increasing [66]. Furthermore, in 2016, 14,000 decisions were reported for the 12-month period in the United States, and among these, 9,500 cases were vastly reliant on social media data as evidence. Notably, these numbers represent a 50% increase from the prior year [67,68].

Investigators are attracted to social media due to the ubiquitous, personal and footprint like nature of the data. A treasure trove of proofs created by the suspect, or the victim, would be favourable if not gratefully received by detectives. Therefore, if they manage to investigate the proofs (i.e., data) correctly for its value and potential, it might offer exceptional support in the criminal investigation process. The metadata accompanying the content and other information on social media sites likewise holds enormous potential to assist in investigations. Moreover, social media data is readily available and accessible to use as evidence for litigation purposes and investigations. The published contents on social media along with an associated timestamp are often used to locate the whereabouts of an individual; could help to corroborate an alibi, or might be suggestive of some prior or recent criminal activity.

However, to gain the added benefit of data hosted on social media Internet sites, investigators must deal with intimidating technological and legal issues. Technical issues are frequently due to the...
complexity and diversity of information residing on networks, and the legal aspects involve the admissibility of evidence and data collection issues. Social media evidence is not self-authenticating in itself, so, it requires some circumstantial and corroborating information for authentication. Occasionally, the defendant’s constitutional privacy rights restrict the collection of evidence from his or her public media platforms. Apart from the legal issues, the diversities in social media platforms in addition to their rapid and unstructured evolution, are challenging factors in collecting data. Furthermore, it is necessary to review the preservation and retrieval of evidence and the chain of custody procedures in social media forensics to present more competent evidence in lawsuits.

It is evident that the traditional methods of extraction and preservation of forensic data are unsuitable for social media forensics. The trial of State of Louisiana v Smith is an aggravated assault case. The suspect posted a picture of himself carrying a firearm and threatening messages to the victim on Facebook [69]. Later, the prosecution presented the printouts of the photos and Facebook posts as evidence, which was rejected by the court due to insufficient authentication.

In studies related to social media forensics, most of the work is always focused on the extraction of data artefacts from devices and the online networks [70-72]. Currently, some methods and practices are used for artefact extraction, where they can successfully retrieve data [73,74]. However, preserving the data with its varied components and presenting it as acceptable evidence remains an issue.

The overall issues from the primary domain also exist in the sub-fields of digital forensics such as standard data sets. The large sets of data are easily accessible from open social media platforms and other sources to conduct studies. Researchers cannot share or publish most of the data sets due to privacy or other constraints. The openly available data sets are helpful in the general testing of methods but are unsuitable for measuring and comparing the correctness and accuracy of different techniques due to the inherent bias in most of the collected data sets, as discussed previously in Section 3.1. Automated methods for analysing public media data for legal purposes are limited. Importantly, these tools are essential for managing the massive amounts of data accessible from social media sites and are needed to extract useful information and knowledge concerning crimes, or about suspects from large pools of data; data can include a lot of irrelevant information as well.

Moreover, integrating and correlating the data from social media to gain an understanding of a crime is a further issue. In a single investigation, often hundreds if not thousands of disparate pieces of information are forensically acquired for analysis as the data is commonly used to establish a relationship among the suspects, the crime, and the victim. The process of correlating the data is usually quite complicated and tends to create an information overload issue for the detectives or investigators. Furthermore, the information may not make much sense or provide aid in the investigation until the investigators can manage the data into a single and cohesive representation. Therefore, consistent data representation is essential to filter the unnecessary data quickly and to gain useful knowledge and insight. However, current techniques and tools available within the domain at present do not offer this functionality.

3.5.2 Cloud forensics

Recently, Cloud forensics has become a significant element in electronic investigations; to locate digital data involved in a crime, and saved in the cloud (virtual storage). The acquisition and analysis of forensic data hosted in the cloud environment are problematic. Many of the issues that arise are due to
highly distributed and complex cloud architecture. Other reasons include the multi-tenant usage model, virtualization and the volatile nature of the data itself. Also, privacy issues are a tremendous concern [75, 76]. Therefore, these problems emphasize the need for attention and creation of legal and technical frameworks. The already established practices in digital forensics are at this stage, not applicable to the cloud environment such as searching, and the collection of data, due to the lack of individual ownership of devices and data stored in the cloud.

Various challenges of the domain are outlined in the related literature [77-81]. The NIST provided a comprehensive list of 65 challenges associated with the cloud computing forensic science. The issues include technical, legal, and operational categories. However, NIST did not offer any solutions to these problems. The most protruding problems are related to the distributed nature of resources (Applications, Storage, etc.) in the cloud and the enormous user base. The legal constraints surrounding privacy, security and ownership are further complicating matters. The highly dispersed and multi-tenantated structure of the cloud is seriously challenging the basic concepts of the crime scene’s boundaries and ownership in digital forensics and is a further issue in managing a ‘chain of custody’ in a cloud environment.

Crime scenes in the cloud involve several thousand virtual machines, many servers and an enormous number of cloud users; with only one of these users relevant to the investigation. Tracing or stopping a real device is almost impossible. Even if the investigators somehow gain access to the physical device containing the data, it may not belong to a single user. Therefore, stopping and making an electronic image of that machine may affect the privacy or rights of other users. Additionally, the process will disrupt the service for everyone using that service. Few studies have suggested Digital Forensics-as-a-service (DFaaS), to manage the issues of data acquisition on the cloud [82,83]. Forensics-as-a-service seems a natural and the most probable solution to the current challenges in the cloud environment. If DFaaS is adopted and implemented, it may address various technically intricate aspects of the domain in the future. In the cloud environment, the user has no physical interaction in the cloud with others. Users identify themselves only through their unique identifier (ID) and password. There are many ways to intercept the identification or take it from the user by force or through deception (i.e., scam) and often is misused inappropriately by another person to gain access to the cloud from anywhere due to the open nature of the cloud. Therefore, it would be challenging to authenticate the ownership of data attributed to a specific user in distributed and virtual environments.

The capability of investigators to collect and analyze evidence from a cloud environment ultimately depends upon the tools and techniques used. Even so, there is a huge gap when it comes to automated software tools that are available to investigators for dealing with cloud forensics. Furthermore, in this study, the observation regarding the correlation between tool development and evidence across multiple cloud providers is highlighted as a further open problem and issue within this domain. The infrastructure and services offered in the cloud present enormous diversity and heterogeneity given that there is an inadequate level of standardization concerning the infrastructure, making it challenging to develop specialized tools for forensic acquisition and analysis.

The DFaaS method, if implemented, may only help to solve the issues in the acquisition of data from the cloud. Other problems may still exist, such as analyzing and correlating data acquired from distributed sources and preserving the integrity of ever-changing data. Authenticating the authorship of data would always be challenging as it is necessary to review the authenticity and admissibility criteria to manage forensic data obtained from a cloud service.
3.5.3 Encryption techniques

Encryption is an important data hiding and AF technique with legal backing and is an essential method to ensure the privacy of users and the integrity of communications residing in the computer, device or digitally residing on the Internet. Most operating systems, are presently providing integrated support for encryption; all users have access to improved security and data protection capabilities. The existence of easy to use encryption programs has made it convenient for individuals and organizations to protect the security of their data, such as using programs such as BitLocker and FileVault for Windows and MAC respectively. Furthermore, it is now quite challenging for digital forensic examiners and investigators to retrieve evidence from encrypted data files. Numerous studies have identified encryption as the most challenging factor in electronic examinations and investigations, such as [59,84,85]. Additionally, in a survey that was conducted to identify the most demanding factors associated with technology, most participants that are forensic analysts identified encryption as being the most challenging factor in current practices [59].

Another study investigated and identified the impacts of encryption on digital forensics [84], where the majority of reasons for encryption was found to be the obligation to ensure the confidentiality of personal information and intellectual property was protected. Criminals are also acutely aware of the advantages of cryptographic methods using it as an accessible escape route to evade forensic investigations. Furthermore, encryption software can quickly and easily encode data and is equally possible to encrypt entire devices. In certain situations, devices can be configured to wipe or remove all data from the device if access to the device or program is un-authorized. In almost 60% of investigative cases, the examiners and prosecutors are only able to access small data portions or not at all [84].

Notwithstanding, encryption poses a significant challenge for acquiring evidence, as forensic investigators regularly deal with strongly encrypted data. Usually, the direct attack to break, crack or penetrate strong encryption is useless, but several other options avail themselves for forensic examiners. For example, the laws in the UK state that suspects submit their encryption keys to law enforcement agencies and officers as part of an investigation. In October 2007, the UK activated Part III of the Regulation of Investigatory Powers Act, where the authorities can forcibly request and demand suspects to provide their encryption keys. The alternative is to face up to five years in prison. While in the US, a federal court stated that it was not legitimate to compel citizens to turn over or submit their encryption keys due to the Fifth Amendment, which protects their privacy [86]. Even so, in more severe cases, where the charges are much harsher, suspects prefer prison time instead of providing the encryption keys to the authorities; as these keys offer access to data which may implicate them and others further with more severe crimes.

Two leading multinational organizations, namely Apple and Google, produced 96.3% of global cellular devices, incorporating default encryption on all the smartphone devices [87-90]. Both companies implemented encryption in response to the constant insistence of users and the international community to ensure digital security and privacy of data is protected [91]. Furthermore, both companies announced giving up the cryptographic keys used to decrypt secured devices; only users have encryption keys. Furthermore, without the encryption keys, companies are unable to unlock digital devices and access the data stored inside the device, even under a court order [92].

Also, in certain best-practice guidelines, it was recommended to turn off the evidentiary device at the
time of seizing the device to prevent any alteration of the data. With current ubiquitous device encryption and full disk encryption schemes, shutting down the machine or device may stop future access to all the pertinent digital evidence. Therefore, examiners may need to consider choosing live forensic acquisition in shutting down a system [85]. Under current practices, acquiring the data without shutting down the device may provide an opportunity for the defense counsel to take advantage of this fact. In this instance, the defense attorneys may accuse the investigators of altering the evidence, either deliberately or unknowingly, and thus damaging the integrity of the evidence and its admissibility in court.

Therefore, previously established best practices, guidelines and procedures will need to be amended. Changes should be introduced to allow forensic examiners to access live systems, although, at the same time, any changes must ensure the integrity of data is not compromised. Likewise, an innovative method is also necessary to ensure the integrity of data from live forensic investigations. Notably, this issue is also highlighted in the State of Arizona v. Jodi Ann Arias (2015) trial regarding a murder investigation. During the search and arrest, an investigator from the Mesa Police Force had started the computer, where, the system automatically updated the programs and data held within the computer. Subsequently, the digital evidence collected from that system was rejected by the court due to mishandling of evidence and possibly altering the state of the hard disk. The court also stated that the practice was detrimental to best practice and procedure followed by the Mesa Police Force. The procedures required the machine to be shut down or switched off as part of their procedures to retrieve and embargo the device.

Encryption, therefore, implies an apparent trade-off between enhanced consumer privacy and successful investigation. FBI vs. Apple is a further classic example of a compromise where the investigators were faced with the challenge imposed by the encryption and auto-wiping features of an iPhone 5C (Apple) device. In this instance, the investigators were not able to access the data, despite legal and government support, notwithstanding the sensitivity and sheer size of the case in question. Later, the investigators were only able to retrieve data with the help of a zero-day exploit routine [59].

Despite these issues, it is difficult to argue against the achievements brought about through encryption and the impact it has had towards information and data security. Tremendous effort has been made to find common ground among encryption and privacy laws. However, the proposed solutions to this issue, remained impractical due to the ineffectiveness of domestic laws on foreign companies [93-95]. Indeed, the quantum computing in the future may offer hope to investigators to explore the potential of brute force attacks on encryption algorithms [96-99]. Almost all modern encryption techniques rely on numerical complexity for their security, so with the emergence of quantum computing, many of the mathematical problems may become manageable to allow brute force attacks. Nevertheless, encryption schemes are also evolving along with emerging technologies and advancements, such as Honey Encryption techniques, which relies on deceiving the intruder instead and instilling computational complexity [84]. Thus, it would be an ongoing battle between encryption and forensics.

Furthermore, under this scenario, defining and implementing strict standards such as “preserve everything, but change nothing” would be inconsistent with current technologies and unreasonable in a legal context. While it may be reasonable to follow this standard in some situations, it is unpractical with the volatile and now common trend of dynamic data. Therefore, by highlighting this rigid practice as “best practice” only invites unnecessary and unavoidable criticism towards digital evidence. In fact, the legal infrastructure should insist upon the preservation of volatile computer data, as observed in
some cases where the investigators collect and save data collected from live systems [86]. Also, forensic analysis of a live system is a further emerging trend, although, it does not offer a complete solution for issues of encryption but instead, may provide support in few instances.

3.5.4 Multimedia forensics

Digital evidence in the form of multimedia, such as images and videos, is fast becoming a recognised group of forensic artefacts and are most frequently found on social media networking sites and platforms. Vast volumes of images, audios, and videos are created, transmitted, stored, and manipulated daily which are hosted on public Internet platforms, which again, are potential sources of evidence for prosecutors and lawyers. However, with the diffusion of digital images, and with commonly and freely available tools that can edit digital photos, the preciseness and authenticity of a photograph, for example, could become doubtful. Therefore, it is crucial to authenticate photos and other images appropriately before presenting as potential evidence [85]. Media forensics emerged during the last decade as a research field, offering several methods and tools mainly focusing on still images. Although, they differ regarding their maturity and respective limitations [86], and most of the approaches have not considered nor adequately addressed anti-forensic techniques applied to multimedia [87,88]. Currently, the most pressing challenge is to identify and in some cases, differentiate between legitimate or illegitimate processing. Editing, an image, is not considered to be tampering, and modifications to an image like altering the compression ratio or reducing the amount of noise are not illegal. So, a threshold is required to distinguish and quantify legitimacy and deceptive processing [89]. Indeed, this problem is not easily addressed, because the same modifying or editing operations can be valid in one situation but misleading in another case.

There are many structures and mechanisms for storing and capturing images, audio and videos. Therefore, forensic methods used to examine and authenticate one format, may or may not provide accurate results on other storage devices. Accordingly, it is illogical to assume their appropriateness, in one way or another without performing thorough and controlled testing. Also, it is another issue to test new forensic tools and methods for unusual or non-standard media types, formats, and editing operations. Therefore, the verification process in this instance is difficult to achieve in the absence of unified and real data sets and is quite time-consuming due to the various forms of multimedia data [86]. All these issues are expected to complicate and challenge scientific validation even further.

3.5.5 IoT forensic

The number of devices manufactured globally continues to increase. The increase is brought about through the ever-growing evolution of mobile technology and online digital communications. The next breakthrough of digital and mobile computing and communications will be the “Internet of Things” (IoT). Furthermore, due to the rapid expansion of IoT, new and innovative applications and services are being developed which will enhance and progressively change our lifestyle and the way we globally conduct business. The IoT will bring about sweeping changes, and bring with it, new challenges and opportunities, including challenges for the digital forensics domain. Criminals, including organised crime syndicates, may take advantage of these modern technologies and applications with malicious
intent in mind, more than ever before. For instance, exploiting the vulnerability of health or safety equipment or causing critical infrastructure (i.e. power, water, road infrastructure, etc.) to fail, thereby threatening the lives of people and nations.

Therefore, it is vital to develop and adopt digital forensic procedures to include IoT applications and around the infrastructure to deal with these emerging challenges. The enormous number of devices that are interconnected via the Internet or via mobile digital networks store and continuously transmit data. Within the complex, and highly distributed IoT environment, without the proper controls and security measures in place, this could lead towards new crime syndicates and radical organisations to evolve, thereby taking hold of sensitive information and data. The IoT will potentially generate a diverse and an enormous amount of potential evidence. Therefore, it is essential to amend the legal frameworks, to safeguard and protect against criminally motivated crime and injustice. Indeed, it is an entirely new paradigm that challenges traditional jurisdiction, integrity, and chains of custody.

The TRENDnet incident, in addition to the Volkswagen scandal that occurred in 2015 is an excellent example of IoT investigations where the inquiries failed to impose penalties in both cases. In 2013, the Federal Trade Commission in the US filed a complaint against TRENDnet. The company provided remote monitoring of residential homes to clients through Internet-connected live cameras. According to the accusation that was made, the defendants failed to deliver the required security network setup as requested. As a result, hackers penetrated the network and gained access to the CCTV footage, posting it on the Internet. The plaintiff accused the defendants of compromising the security and privacy of their clients. Even so, no financial penalties were imposed on TRENDnet for their failure to provide the required installation setup. Similarly, in the Volkswagen case, the US Environmental Protection Agency (PTA) accused the company of deliberately cheating on the emission test through software embedded in the cars, therefore violating the Clean-Air Act (CAA). The software was designed to detect the emission test and turn off the pollution-control device. As a result, the car passed the emission tests, producing 40 times more nitrogen oxide than what the allowable limit allowed. The problem affected more than 11 million vehicles globally. However, the company never incurred any penalties as their software had legal protection against any open review made by a third party or parties. These unproductive investigations are again, further indicators to support the introduction of IoT Forensics.

Technically, the IoT may store more diverse data than what is presently stored in social media networks and the cloud. The number and type of connected devices could also vary along with their intended use, thereby creating additional volumes of communication and mechanical data such as climate temperature, speed, capacity, etc. The resultant data would be massive and possibly more dynamic. While the disciplines surrounding IoT forensic are evolving, there are currently limited studies investigating this particular area, especially regarding open issues associated with the IoT.

4. Summary

The most prominent challenges in the digital forensic domain are highlighted in Section 3, in addition, it the identified the reasons that causing these issues. The discussion explained the reasons restricting the scientific validation in the digital forensic domain; it also discussed the current issues which are most relevant to digital forensic research and listed the open research areas within the field.
Table 1. Issues with formal and scientific validation in DF

<table>
<thead>
<tr>
<th>Issues with formal and scientific evaluation of DF</th>
<th>Reasons</th>
<th>Aims for future research</th>
</tr>
</thead>
</table>
| 1. Lack of data corpus | Privacy laws | - To create new datasets by simulating some known digital crimes in various detailed system configuration.  
- To develop discrete function based test cases for tool validation [30]. |
| 2. Lack of formal testing | - Quick evolution  
- Excessive cost  
- Time intensive  
- Lack of verifiable and recursive testing protocols in the domain. | - To focus on developing new and formal testing methods [28,29].  
- To establish matrices to measure the precision and accuracy of forensic methods and tools. |
| 3. Lack of established error rate | - Lack of proper understanding of the issue.  
- Diversities in the domain. i.e., an infinite number of combinations of hardware, software, and data formats.  
- Dynamic nature of the digital medium. | - To identify potential errors in tools and underlying methods.  
- To develop additional testing methods  
- To develop customize error mitigation strategies for a specific process. |
| 4. General acceptance issues | - A diverse group of software developers and device manufacturers.  
- Conflicting interests  
- Reluctance to join standards [32] | - A consensus on legal and technical frameworks, although it would be beyond the scope of the research community. |
| 5. Anti-forensic methods | - Sometimes it is not deliberate; data merely is overwritten by another process.  
- A side effect of other regular tools.  
- Attempt to ensure the privacy of individual through encryption tools.  
- Attempt to de-anonymize on the internet.  
- Anti-forensic tools are readily available. | - Essential testing in anti-forensic environment [52,55].  
- To define appropriate AF configurations for distinct forensic methods.  
- Include identification of blind spots in forensic tools as part of tool validation.  
- To identify most common AF tools.  
- To spot the probable indications of anti-forensic activity in specific domains.  
- The potential effect of anti-forensic tools on forensic methods. |
| 6. Rapid evolution and diversity | - Advancements in digital communication and computing techniques and technologies  
- New devices  
- Open standards  
- Privacy issues  
- Lack of proper legal infrastructure | - Pro-active approaches  
- To propose adjustments in legal frameworks. |

Table 1 here, provides the list of findings explained in the previous discussion. Table 2 listed the latest appearances of digital forensics and their effect on the evaluation of the digital forensics process. Furthermore, it also identified the open research problems in relevant sub-domains.
Table 2. New frontiers in digital forensics and their effect on digital forensics process

<table>
<thead>
<tr>
<th>New frontiers in digital forensics</th>
<th>Effect on digital forensic process</th>
<th>Future research goals</th>
</tr>
</thead>
</table>
| 1. Social media forensics          | - Ceasing a profile may not be possible.  
- Dynamic data, previous methods of integrity management would no longer be sufficient.  
- Traditional methods of extraction and preservation of the forensic data are not suitable for social media forensics. | - New tools for collecting, searching, indexing, preserving, and authenticating social media evidence.  
- Evidence correlation across multiple Social media would be another issue.  
- Right visualizations  
- Novel formats to present and preserve data.                                                                                                                                                                                                                                                                                                                                                                                                                     |
| 2. Cloud forensics                 | - Further, complicate the acquisition and analysis of forensic data in cloud environment due to  
--Highly distributed architecture  
--Multi-tenant usage model  
--Virtualization  
--Volatile nature of the data  
- Privacy issues [75,76].  
- The issue with the chain of custody.  
- Difficulty in proving the ownership of data.  
- Client-side encryptions  
- Diversity makes it hard to develop consistent standard practices. | - To propose new methods for collecting and preserving indexing forensic data from cloud environment [75,76].  
- Evidence correlation in the distributed environment would also be an issue.  
- Need for significant adaptations in legal and technical frameworks, already established, digital forensics.                                                                                                                                                                                                                                                                                                                                                       |
| 3. IoT forensics                   | - Limitless crime scene borders.  
- Highly distributed environment.  
- An enormous number of devices. | - To suggest new and very distinct methods of evidence gathering from a diverse set of devices.  
- Major legal adaptations.                                                                                                                                                                                                                                                                                                                                                                                                                                             |
| 4. Encryption                      | - A tradeoff exists between enhanced consumer privacy and successful investigation. | - To find common ground between encryption and privacy laws.  
- Develop new methods for live forensics.                                                                                                                                                                                                                                                                                                                                                                                                                                           |
| 5. Multimedia forensics            | - Unusual media types, formats, and editing operations  
- The lack of standard and real data sets for research [86]. | - Anti-forensics methods in multimedia.  
- Define threshold for legitimate or illegitimate processing.                                                                                                                                                                                                                                                                                                                                                                                                                                                               |

5. Conclusion

We believe that digital forensic science is not a junk or invalid discipline, however, it needs time to mature and establish like all other sciences. Referring digital forensics as invalid science is unjustified without understanding the fundamental constraints of scientific validity and opposing aspects of the domain. The time for digital forensics to flourish is shortened by rapidly developing digital computing and communication technology. As evident from the discussion in the previous section that, it would be unfair to blame the researchers for lack of effort in developing scientific methods. Equally, the
regulating authorities are struggling hard for implementing quality controls in the domain. Notably, legal issues (i.e. privacy laws) are a significant limiting factor besides rapid progression in the field, however, these issues are not part of this discussion. An excellent discussion on legal issues for prosecuting cybercrimes is presented in [100], by Cameron Brown.

Therefore, it is also unfair to compare the validity and consistency of digital forensic methods to the benchmarks of other well-founded disciplines (i.e. Physics, Chemistry, or Biology) given they took centuries to develop. For instance, the laws of physics are debated since the time of Aristotle in 500BCE, and modern physics first emerged in the 16th and 17th century [101]. Likewise, chemistry started developing in the 9th century, and advanced scientific methods in chemistry appeared in 1662. Firstly, gunpowder was used in the early 1800s; it is an explosive consist of several chemicals used in bullets to kill living things. Preliminary gunshot residue analysis, a forensic study that used the knowledge from chemistry, was conducted in 1971 [102]. That timeline indicates these disciplines are supported by thousands of studies, debates, and experimentation. These subjects availed a larger time span in refining scientific practices to achieve the current status.

In comparison, all forensic sciences, in general, are more recent; and digital forensics is the latest. Such as the fingerprints were initially studied in 1686 and used for identification in 1882, and preliminary criminal fingerprint identification occurred in 1892 [103]. Likewise, in 1928 scientists identified DNA as a source of inheritance, they made an original DNA model in 1953 and started DNA profiling in 1984. Eventually, the initial conviction based on DNA evidence was built in 1988 in the Enderby murder case in Leicestershire, England [104]. Even then, it involves over 30 years since the preliminary DNA model to the first conviction supported by DNA analysis. Meanwhile, the studies refined the knowledge and improve the practices for DNA matching. Besides, a DNA study has an advantage of having a static target. Every species has the same structure and components of DNA though have different properties. Unfortunately, the fundamental technologies are too diverse and dynamic in digital forensics.

Underlying techniques and technologies are evolving at a tremendous pace as mentioned earlier. Digital device types will continue to vary from one device to another. Their shape, structure, componentry, and methods of communication will use different platforms and storage formats. Indeed, every few months, new and novel gadgets will replace old gadgets.

Media advertising continues to capture the attention and imagination of users to upgrade. Similarly, changes in underlying technologies may appear during the formulation of forensic techniques given the pace at which technology is evolving. People immediately shift to novel communication methods such as social media or upgrade their mobile devices as mentioned. The digital forensic process is not proactive by nature, like other similar sciences, it requires continual revision to keep abreast and ahead of modern technology, rather than after the technology is already in place and being used.

In the review of digital forensic history, the timeline is concise and is more complicated than other subject areas. One of the first and publicly known electronic investigations was Cliff Stoll's detection of the hacker, by Markus Hess in 1986. The term computer forensics initially appeared in 1992 in an article written by Collier and Spaul [105] where they explained the new discipline. By the mid-90s, computer and Internet usage had become quite common.

The first cellular device appeared in the market in 1994; a Simon Personal Communicator produced
by Bellsmith [106]. Then by the year 2000, desktop computers, the Internet, and cellular phones were ubiquitous in society. Notably, in the year 2000, the first conviction based on digital evidence occurred where Michelle Theer was found guilty in a murder inquiry of her late husband. Emails were extracted from her computer revealing her involvement in a conspiracy for the killing [107]. During this time, initial investigations only involved the examination of electronic devices for traditional crimes.

Digital forensic science is now established to some degree, progressing rapidly since 2005. At that time, academic, and law enforcement communities acknowledged digital forensics as a distinct discipline [108]. Meanwhile, the first identifiable social media site appeared in 1997, named, Six Degrees, followed by MySpace and LinkedIn networking sites, which became prominent in the year 2000, Facebook emerged in 2005, followed by YouTube in 2006 and others after that. Moreover, these innovations were reasonably different from personal computers. Amazon Web Services introduced their cloud storage service, AWS S3 in 2006 and the first iPhones quickly started to replace cellular devices in 2007 having greater capability and processing power than previous conventional mobile phones. All these events occurred in a short span of three decades, which does not allow enough time for the proper birth and growth of a scientific discipline. Furthermore, this brief period included hundreds of new electronic techniques and technologies, indicating a rapid progression in this domain.

However, in this study, it is not presenting this argument as an excuse to ignore the use and development of scientific practices in digital forensics. Nevertheless, the aim instead, is to explain that it is a typical phenomenon and to prompt and encourage further research to be carried out in this domain. Researchers need to focus on developing empirical methods, which comply with legal infrastructure as it changes. Moreover, researchers need to discover novel approaches for experimental verification in this discipline and consider the underlying aspects and dynamics of the field given technological changes and its impact on electronic evidence.

Validity and reliability are two crucial features required to establish the correctness and confidence of scientific methods. Furthermore, a way or technique is valid if it does what it is supposed to do correctly. Reliability refers to preciseness and consistency, both independent of each other, and essential for the right systematic method or technique. In scientific research, these characteristics are studied, tested, and repeatedly revised to gain suitable acceptance. Therefore, it is important if not vital for academics and practitioners to ensure correctness and reliability of their methods. Moreover, because it is only possible to achieve trustworthiness and acceptance for approaches through extensive testing in various environments.

Benchmarking in digital forensics is extremely difficult to implement due to the rapid development and constant evolution of digital communications and technologies. Given the pace at which they are expanding, they are likewise, expanding the scope of digital forensics. Still, it is necessary to ensure both the quality and scientific background of digital forensic processes, for legal acceptance, to be thoroughly investigated. So, even in the absence of universally accepted standards and defined practices, the researcher can still prove the validity and reliability of their suggested or advanced approaches if they follow due process. For this purpose, they should determine the validity and reliability criteria first as they might explain the rules for discrete tasks instead of establishing the entire forensic process all at once. Accordingly, this bottom-up approach to describe and test the reliability and validity of individual
methods would assist in building confidence in the overall process in this domain.

Furthermore, it is imperative to develop innovative approaches to authenticate the reliability and accuracy of digital evidence and to meet scientific and judicial standards. Besides, it is appropriate to measure statistical error rates where feasible and to calculate the percentage of certainty by specific methods. Additionally, customized error mitigation strategies for discrete tasks will further improve the assessment process. Also, digital forensic researchers should focus on developing proper testing strategies and models to gain scientific validation and legal acceptance and approval. Notably, SWGDE also advised the same [38] and suggested to establish the optimum criteria in relevant sub-domains such as the cloud or for social media forensics. The explicit specification of required behaviour and validation criteria for individual methods would also be useful for this purpose as proposed by Cole et al. [25] who suggested that all tools and methodologies used in criminal and legal proceedings must fulfill these criteria. Indeed, these specifications will also assist in defining the parameters for future evaluations.

Open source testing for the forensic method is not workable without common data sets. However, if automated tools are implementable to support best practices and latest techniques and methods, the user community, such as investigators and legal practitioners, will be able to thoroughly check these datasets for potential errors. Furthermore, the process of testing would provide a readily available approach to test both the tools and the underlying approaches. Users and researchers will be able to make meaningful comparisons between software packages and to discover their shortcomings and suggest additional or revised functionality and requirements to support automated tools.

An appropriate and robust (if not indisputable) testing process should be developed and introduced to detect potential software weaknesses and vulnerabilities, documenting them in advance as anti-forensic environments that typically exploit these susceptibilities. Additionally, it would be helpful to achieve the basic standards for scientific evaluation and to contribute towards attaining the desired credibility for electronic evidence given the current and future challenges. In short, the digital forensic community must focus on developing solutions that are proven and evaluated by methodical means. New approaches should support and be able to confirm these methods, as traditional methods of experimental verification are not entirely suitable or appropriate at this time for digital forensics due to the issues, mentioned in this study. Otherwise, electronic evidence will continue to fail to prove the usefulness and value of digital forensics in a legal court of law.

Indeed, it is challenging if not difficult to develop universal standards for digital forensics, due to the diversity and rate of expansion in the medium. Also, at the same time, it is equally challenging to confirm the forensic practices through traditional means of scientific testing such as testing on standard data corpus. Researchers can, therefore, contribute to enhance the accuracy of suggested methods and ensure the reliability of proposed approaches to meet the legal criteria in the courts. The adopted techniques must be thoroughly tested and verified for their accuracy before applying. These approaches must be known for their potential error rates and limitations before using and support further testing under different circumstances. Furthermore, extensive testing and systematic verification are essential towards earning the sound presumption of authenticity. Therefore, highly accurate approaches based on solid scientific practices and foundations are the only option to ensure the advancement and future viability of digital forensics.
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