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Abstract
With the development of mobile edge computing, how to utilize the computing power of edge computing to effectively and efficiently offload data and to compute offloading is of great research value. This paper studies the computation offloading problem of multi-user and multi-server in mobile edge computing. Firstly, in order to minimize system energy consumption, the problem is modeled by considering the joint optimization of the offloading strategy and the wireless and computing resource allocation in a multi-user and multi-server scenario. Additionally, this paper explores the computation offloading scheme to optimize the overall cost. As the centralized optimization method is an NP problem, the game method is used to achieve effective computation offloading in a distributed manner. The decision problem of distributed computation offloading between the mobile equipment is modeled as a multi-user computation offloading game. There is a Nash equilibrium in this game, and it can be achieved by a limited number of iterations. Then, we propose a distributed computation offloading algorithm, which first calculates offloading weights, and then distributively iterates by the time slot to update the computation offloading decision. Finally, the algorithm is verified by simulation experiments. Simulation results show that our proposed algorithm can achieve the balance by a limited number of iterations. At the same time, the algorithm outperforms several other advanced computation offloading algorithms in terms of the number of users and overall overheads for beneficial decision-making.
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1. Introduction

The technology of smartphones, tablet computers and other mobile terminal equipment has promoted the emergence of high transmission and processing rate for many services and applications, bringing severe challenges to network service providers. Although smartphones’ and other products’ CPU, battery capacity, software and hardware are constantly upgraded, they are still limited by the physical design, and cannot process applications requiring large-scale computing in a short time. This poses a challenge and yet offers an opportunity to stimulate the cloud computing technology; thus allowing terminal users to access and use cloud computing [1-3]. In mobile cloud computing (MCC), the mobile device (MD)
can gain access to the remote centralized cloud computing and storage resources by using the core network and the Internet of mobile operators. MCC can directly and effectively improve the data storage capacity of users. At the same time, by offloading the computing tasks of applications to the cloud for processing, the computing load is reduced and the energy consumption is saved, conducive to extending the battery life of user terminal equipment [4]. Moreover, sufficient computing resources can provide the premise for the design, use and promotion of complex applications.

However, due to the long transmission distance between the MCC central cloud and users, available wireless channels are limited, which causes great pressure on the wireless transmission and the backhaul load of mobile network. In addition, due to the overload of the service center, the computing task queuing will increase the delay cost and the service cost. Therefore, performance requirements of the delay-sensitive application cannot be met, and the quality of experience (QoE) cannot be guaranteed, resulting in huge profit loss to service providers.

In recent years, the number of wireless terminal devices is further increasing, and the demand for computing and terminal devices’ data is expected to witness an exponential growth in the next few years. The growth mainly comes from new applications, which need low latency and low energy services with intensive computing or a large amount of data, for instance, tactile interactive services that require responses within millisecond delay, Internet of Things (IOT), machine type communications (MTC), large-scale online games, virtual reality, augmented reality, etc. To avoid the high latency, it is worth considering to locate the cloud service near the user; thus, the mobile edge computing (MEC).

In MEC [5,6], the intermediate computing resources are introduced between the MD and the core cloud data center, which will address the problem of insufficient computing power for terminal devices [7,8]. These edge computing resources can be used to minimize the execution delay of computing tasks within the coverage, and provide enough computing resources for data processing through task unloading [9,10]. Thus, in the context of MEC, it is very important to propose an effective strategy for data offloading and computing offloading.

The innovations of the proposed strategy are summarized as follows:

1) Our proposed strategy points out the problems and deficiencies in the existing research. Furthermore, the task execution time cost model and task execution energy consumption model are defined in a complex MEC network scenario.

2) In the proposed strategy, the offloading weights are calculated, and the offloading decision is iteratively as well as distributedly updated. Thus, the decision-making of mobile equipment users can be done within local iterations, and the real-time computing requirement for all users can be met at the same time.

### 2. Related Research

Research on MEC mainly focuses on offloading strategies and the optimization of network resource allocation in different network scenarios. In the network scenario of the multi-user and the single MEC server, Mao et al. [11] proposed a joint optimization strategy, which can optimize the computation delay and equipment energy consumption at the same time. Wang et al. [12] further realized the joint optimization of wireless and computing resources based on the binary offloading strategy in the single
MEC server environment. The authors [13] solved the energy-efficient problem in the environment of the multi-user and the multi-MEC server. They divided the user-generated tasks into multiple sub-tasks and offloaded them in order to execute multiple computing nodes around.

Although some studies have paid attention to the problem of computing resource allocation in MEC systems, many early optimization methods and strategies have focused on the optimization of fixed computing resource allocation, and currently more is based on the new resource optimization technology DVFS for adjusting the CPU operating frequency [14]. Thinh et al. [15] studied a system scenario where a mobile equipment can offload computing tasks to multiple intervening nodes and can adjust its own CPU frequency, and proposed a joint optimization framework of offloading strategy and frequency adjustment. In the multi-user MEC environment, Zhang and Liu [16] proposed an offloading decision algorithm using the game theory, effectively minimizing the equipment’s total energy consumption within the computing delay constraints. In order to reduce the energy consumption of the mobile equipment and to ensure users’ task delay requirements, a task offloading decision algorithm based on the game theory was proposed. Tanzil et al. [17] minimized the execution delay of all tasks by allocating the computing resources of multiple MEC servers. Specifically, a service cluster was formed by cooperation. If the server performs a task for connecting other servers, it will offer this server a monetary reward. The server will first try to fulfil the task with the smallest communication delay. Only when the server is unable to process the task, will the task be transferred to other nearby servers for processing. In the scenario of a single mobile equipment with multiple access nodes, the task offloading strategy and mobile equipment frequency adjustment are jointly optimized by [18], which minimizes the total task execution delay and the total energy consumption.

However, many current studies on MEC ignore the characteristics of different tasks in a multi-user and multi-task environment, only a few works have noted this. Mao et al. [19] proposed a wireless resource management strategy for multi-user MEC system. Their strategy can minimize the weighted total energy consumption of the long-period wireless equipment. Huang et al. [20] discussed a multi-user oriented MEC task offloading algorithm using the deep Q-learning.

In summary, as a new network architecture paradigm, MEC helps to satisfy the growing demand for computing services and to achieve the collaborative optimization of network resources. It can reduce the system overheads and the task execution delay, and improve users’ quality of service (QoS). In addition, the delay minimization, the energy minimization and the trade-off delay energy are generally considered. For the participants, they are divided into the single-user oriented and the multi-user oriented. However, further research is still needed to explore how to efficiently perform computation offloading based on the trade-off between the delay and the energy according to the characteristics of different tasks in a multi-user and multi-task scenario.

In order to address the above problems, this paper focuses on the optimization of offloading strategies, aimed at reducing the overall system overheads in complex MEC network scenarios, and studies how to formulate a reasonable computation offloading strategy to offload mobile nodes’ own computing tasks to the edge server. We comprehensively consider various factors, for example, energy consumption, delay, cost, resource usage, contribution or profit of different types of tasks, and reduce the overall overheads of computation offloading. Furthermore, multi-users can efficiently offload computing in the game model. Therefore, in the environment of the multi-user and the multi-server MEC, this paper proposes a new task offloading algorithm considering the cost optimization.
3. Materials and Method

3.1 System Model

The overall system model based on the multi-user and the multi MEC server (MECs) is shown in Fig. 1. K MECs are represented as $K = \{1,2,\ldots,K\}$. The carrier of uplink communication is expressed as $N = \{1,2,\ldots,N\}$, and the bandwidth of each subcarrier is $B_N$. Multiple mobile terminals are represented as $I = \{1,2,\ldots,I\}$. Each mobile terminal has a task request. $A(D_i,\tau_i,X_i)$ represents the task attribute; $D_i$ is the storage space occupied by the input data of the $i$-th task (unit: bit), $\tau_i$ is the calculation delay (unit: second), and $X_i$ is the computing power required to execute the $i$-th task.

$f_{i,loc}$ is used to represent the local CPU dominant frequency of the $i$-th mobile terminal. The maximum data transmission power of all mobile terminals is equal to $P_m$. $f_{k,ser}$ is used to represent the CPU dominant frequency of the $k$-th MECs. $W = \{w_{i,n,k} | w_{i,n,k} \in \{0,1\}, i \in I, n \in N, k \in K\}$ is used to represent the MECs allocation of subcarriers. Only when $w_{i,n,k} = 1$, the $i$-th mobile terminal can complete the task calculation on the $k$-th MECs with the help of subcarrier $n$. $P = \{P_{i,n,k} | P_{i,n,k} \in [0,P_m], i \in I, n \in N, k \in K\}$ is used to represent the power allocation of the subcarriers, and $P_{i,n,k}$ is the wireless data transmission power of the subcarriers between the $i$-th mobile terminal and the $k$-th MECs. $G = \{g_{i,n,k} | g_{i,n,k} \in \{0,1\}, i \in I, n \in N, k \in K\}$ is used to represent all subcarrier channel gain sets, and $g_{i,n,k}$ represents the channel gain of subcarrier $n$ between the $i$-th end user and the MECs. The noise of the proposed system obeys a Gaussian distribution $\sigma^2$ with an expected value of 0.

![Fig. 1. The diagram of multi-user and multi-server system model.](image_url)

3.2 Time Cost Model for Task Execution

Suppose that the total CPU cycles for completing the task is expressed as $D_iX_i$. Since the task has been divided into two execution modes (local and offload), the time overheads are also divided into two situations for specific discussion [21,22]:

**Time overhead of local execution**

The local execution time cost depends on users' own computing power $f_{i,loc}$, the local execution time
cost can thus be expressed as

$$T^i_r = \frac{DX_i}{f_{i,sec}}$$

(1)

**Time overhead of remote offload execution**

When users offload tasks, the task needs to be transferred to the MEC server, and then to be processed by the CPU in servers. Thus, for offloading tasks, the execution time cost is divided into two parts: transmission and calculation:

1. **Time overhead of transmission process:** Based on the OFDMA’s wireless transmission mechanism, due to the strict subcarrier allocation, the interference between users is ignored. The data transmission rate at which user $i$ offloads the task to MEC server $k$ can be expressed as:

$$R_{i,k} = \sum_{n=1}^{N} W_{i,n,k} \log 2 \left( 1 + \frac{P_{i,n,k} G_{i,n,k}}{\delta^2} \right)$$

(2)

Consider that the data volume of computing tasks generated by users is relatively small, and the channel remains unchanged during the process of offloading tasks to MEC server. Therefore, the time overhead for user $i$ to transfer tasks to MEC server is:

$$T^i_{i,k} = \frac{D_i}{R_{i,k}}$$

(3)

2. **Time overhead of calculation process:** After receiving tasks offloaded by users, the MEC server will always allocate computing resources to execute tasks until the task is finally completed. In other words, only one computing task is executed at a time, and CPU resources will not be preempted by other tasks during the task execution. As only the idle MEC server will be used for the task scheduling and the execution, the queuing delay during the task offloading and the execution would not be considered. The time cost of executing task $i$ in the MEC server depends on tasks’ computational complexity and the CPU frequency, and can be expressed as

$$T^c_{i,k} = \frac{D_i X_i}{f_{k,ser}}$$

(4)

In sum, the total time cost of executing task $i$ in the MEC server is

$$T^i_{ik} = T^i_{i,k} + T^c_{i,k} = \frac{D_i}{R_{i,k}} + \frac{D_i X_i}{f_{k,ser}}$$

(5)

### 3.3 Energy Consumption Model for Task Execution

As the time-overhead model above, the energy consumption model is also separately discussed based on the mode of task execution.

**Energy consumption of task local execution**

Given the CPU frequency of tasks, the energy consumption of CPU per cycle can be expressed as
$k_0 f^3_{i,loc}$, where $k_0$ is a constant related to the user equipment CPU. Thus, the energy consumption of task $i$ executed locally can be expressed as

$$E^l_i = k_0 f^3_{i,loc} D_i X_i$$  \hfill (6)

**Energy consumption of task offloading remote execution**

When the task is offloaded to MEC server for execution, it also includes the energy consumption of two processes. One is the transmission energy consumption of offloading tasks from the user to MEC server, and the second is the execution energy consumption of the tasks in MEC server. Since the output result is often much smaller than the input data after the task is executed, we ignore the downlink transmission energy consumption when calculation results from MEC server are returned to the user. The transmission energy offloaded from task $i$ to MEC server $k$ can be expressed as

$$E^t_{i,k} = \sum_{n=1}^{N} w_{i,n,k} p_{i,n,k} \frac{D_i}{R_{i,k}}$$  \hfill (7)

Similar to the local execution of tasks, the calculated energy consumption of task $i$ offloaded to MEC server $k$ can be expressed as

$$E^c_{i,k} = k_1 f^2_{k,ser} D_i X_i$$  \hfill (8)

where $k_1$ is a constant related to the $k$ CPU of MEC server. In summary, the total energy consumption performed by $i$ offloading to MEC server $k$ can be expressed as

$$E^t_{i,k} = E^l_i + E^c_{i,k}$$

$$= \sum_{n=1}^{N} w_{i,n,k} p_{i,n,k} \frac{D_i}{R_{i,k}} + k_1 f^2_{k,ser} D_i X_i$$  \hfill (9)

### 3.4 Task Offloading Weight Model based on Shapley Value

In actual applications, there is a trade-off between energy consumption and offloading delay. It is difficult to assign different tasks with varied task offloading weights through a unified definition. Thus, in this study, the offloading weight is calculated by the offloading weight model based on the Shapley value, and the offloading weight is calculated fairly with the rewards of different tasks. Shapley value is the solution concept in the cooperative game theory. As a fair standard, it is often used to distribute profits among multiple participants [23,24]. For each cooperative game, the unique distribution scheme generated by the alliance of all participants can be obtained by the calculation of Shapley value [25].

Suppose there are $i$ participants in the complete set $I = \{x_1, x_2, \ldots, x_i\}$, and a subset $S \subseteq I$ formed by any number of people. $v(S)$ represents the value generated by the cooperation of elements included in $S$ subset. Function $v$ is a characteristic function. Then the final value $\psi_n(I, v)$ is Shapley value.

Shapley value guarantees the fairness of distribution and has the following four characteristics:

1) **Effectiveness**: All values are allocated, namely $\sum_{n \in I} \psi_n(I, v) = v(I)$.

2) **Symmetry**: If the positions of $x_n$ and $x_m$ are equivalent (i.e., they can be substituted for each other), the benefits of the two should be the same, namely $\psi_n(I, v) = \psi_m(I, v)$.

3) **Pseudo-contribution**: The income of non-contributors is 0.
4) Additivity: If the same batch of people completes two tasks, the benefits distribution of two tasks should be consistent with the results of separate distribution, i.e., \((v_1 + v_2)(s) = v_1(S) + v_2(S)\).

With proof, Shapley value is the only solution that satisfies the above four conditions [7, 26]. Calculated by the following formula:

\[
\phi_n(I, v) = \frac{1}{I!} \sum_{S \subseteq I} \left| S \right|! \left| [I] \setminus [S] \right|! \left[ v(S \cup n) - v(S) \right]
\]

(10)

Shapley value is in fact the average value of marginal contribution. For offloading computation, by measuring the profit generated by the contribution of tasks, offloading decisions can be more fairly and effectively made.

In the calculation model, \(\lambda^d_i\) and \(\lambda^e_i\) are the tasks’ weights for calculating delay and energy consumption respectively, and they satisfy \(\lambda^d_i + \lambda^e_i = 1\). For mobile node \(i\), its multiple tasks can calculate Shapley value of multiple tasks by the rewards generated. The total profit \(\nu(I)\) is 1. Let \(\lambda^d_i = \psi_n(I, v)\), then \(\lambda^e_i = 1 - \lambda^d_i\). With this kind of weight calculation method, the task with larger contribution has a greater weight on the delay, and is dominant in the offloading.

4. Game-based Computation Offloading Strategy

By the computation offloading model obtained above, the task offloading strategy in the multi-user and multi-task scenario is solved; thereby, turning the problem into a multi-user game problem and offering a computation offloading strategy.

4.1 Multi-user Game Model

4.1.1 Problem of beneficial computation offloading

The lower the data transmission rate \(i\), the greater the energy consumption of wireless access and the longer the transmission time. In this case, the mobile equipment \(i\) prefers local computing tasks to avoid high energy consumption and high latency caused by data offloading. The following is a beneficial computation offloading.

**Definition 1.** When the offloading decision \(a\) is fixed, compared with local computing, if the computing cost does not increase by using the edge server, the decision to choose mobile equipment \(i\) to offload to edge servers (i.e., \(a_i > 0\)) is beneficial (i.e., \(K^e_i(a) \leq K^m_i\)).

Based on beneficial computation offloading, a centralized problem-optimization algorithm is firstly designed according to the overall performance indicators of the mobile equipment. The problem can be modeled as follows:

\[
\max \sum_{i \in N} L_{[a_i > 0]}
\]

\[s.t. K^e_i(a) \leq K^m_i, \forall a_i > 0, i \in N\]

\[a_i \in \{0, 1, \ldots, M\}, \forall i \in N\]

(11)
where \( L_{\alpha_i>0} \) is the indicator function. If \( a_i > 0 \), then \( L_{\alpha_i>0} = 1 \), otherwise \( L_{\alpha_i>0} = 0 \).

However, the problem of finding the maximum number of the beneficial computation offloading equipment is an NP problem. This can be proved by being converted to the maximum cardinality binning problem. Given \( N \) objects, the size of object \( n \) is \( p_n \). \( M \) boxes are given at the same time, with the same capacity \( C \). The problem is that loading objects into boxes generates the largest number of objects and does not exceed the capacity limit of boxes. The problem can be expressed as:

\[
\begin{align*}
\text{max} & \quad \sum_{n=1}^{N} \sum_{m=1}^{M} x_{n,m} \\
\text{s.t.} & \quad \sum_{n=1}^{N} p_n x_{n,m} \leq C, \quad \forall m \in M, \\
& \quad \sum_{m=1}^{M} x_{n,m} \leq 1, \quad \forall n \in N, \\
& \quad x_{n,m} \in \{0,1\}, \quad \forall n \in N, m \in M
\end{align*}
\] (12)

The above mentioned maximum cardinality binning problem has proved to be an NP problem. If the mobile equipment is considered as the object of the maximum cardinal packing problem and the channel is the box from the maximum cardinal packing problem, the weight of objects can be expressed as \( w_n = q_i g_{i,s} \). The capacity of the box can be expressed as the information rate of the channel. If mobile equipment \( i \) selects channel \( m \), it can be assumed that the object \( i \) is packed in box \( m \). The beneficial task offloading status can thus be expressed as the capacity limit of boxes. Therefore, the centralized optimization algorithm is also an NP problem.

### 4.1.2 Game model

Let \( a_{\sim i} = (a_1, \ldots, a_{i-1}, a_{i+1}, \ldots, a_i) \) be the set of unloading decisions for all the equipment except equipment \( i \). The equipment \( i \) will make its own unloading decisions according to \( a_{\sim i} \). Choose local calculation (\( i \)) or offloading calculation by wireless channel (\( a_i > 0 \)), and minimize its overall overheads by the following formula:

\[
\begin{align*}
\min_{a_i \in A_i = [0,1,\ldots,M]} Z_i(a_i, a_{\sim i}), \quad \forall i \in N
\end{align*}
\] (13)

where \( Z_i(a_i, a_{\sim i}) \) is the overall cost of equipment \( i \):

\[
Z_i(a_i, a_{\sim i}) = \begin{cases} 
K^n_i, & a_i = -1 \\
K^+_i(a), & a_i \geq 0 
\end{cases}
\] (14)

Next, the above problem can be established as a game model with multi-users. \( \Phi = (N, \{A_i\}_{i \in N}, \{Z_i\}_{i \in N}) \), where \( N \) is the set of mobile equipment participating in the game, \( A_i \) is the collection of participants’ strategies, and the total cost function \( Z_i(a_i, a_{\sim i}) \) is the cost function minimized by participant \( i \). \( \Phi \) is a game with multi-user attributes. Next, Nash equilibrium will be introduced in the game [27,28].

**Definition 2.** Strategy set \( \alpha^* = (\alpha_1^*, \ldots, \alpha_N^*) \) is a multi-user computing Nash equilibrium for offloading games. If there are no users in equilibrium \( \alpha^* \), they can unilaterally change their strategy to further reduce their overall cost, namely:
According to the Nash equilibrium concept, for a game with multi-user attributes, if equipment \(i\) is both in Nash equilibrium \(\mathbf{a}^*_i\) and chooses a cloud computing method (i.e., \(a_i > 0\)), an effective computation offloading strategy is necessary for equipment \(i\) [29].

\[ Z_i \left( \mathbf{a}^*_i, \mathbf{a}^*_j \right) \leq Z_i \left( \mathbf{a}_i, \mathbf{a}_j \right), \forall a_i \in A_i, i \in N \]  

\[ (15) \]

4.2 Computation Offloading Algorithm

This algorithm enables the mobile equipment to realize mutually satisfactory computation offloading decisions before computing tasks are performed, achieving the Nash equilibrium after finite iterations by using the multi-user game model.

The clock signal of the wireless base station is used to synchronize the whole system, and the unloading decision is used to update the slot structure. Each time slot \(T\) consists of two steps:

1. Receiving interference: if the \(i\)-th terminal device unloads to the edge server in the current time slot, it will send the pilot signal to the wireless base station \(S\) on its selected channel \(a_i(t)\). Then, the wireless base station can measure the total received power \(\rho_m(a_i(t)) \sum_{n=1}^{N} g_{n,s} = m q_n g_{n,s}\). and respond with the power information to the \(i\)-th mobile user. Thus, the \(i\)-th end user mobile device \(i\) can obtain the received interference of all users on all channels:

\[ \mu_n(m, a_{-i}(t)) = \begin{cases} \rho_n(a_i(t)) - q_n g_{n,s}, & a_i(t) = m \\ \rho_n a_i(t), & a_i(t) \neq m \end{cases} \]

The interference of the current channel \(a_i(t)\) is equal to the power received by equipment \(i\) minus its own power, and the interference of other channels are equal to the power received by equipment \(i\).

2. Offloading updating: As the Nash equilibrium can be achieved by finite iterations, the mobile equipment is allowed to make decision updates for iteration. Based on interference \(\{\rho_m(a_i(t), m \in M)\}\) measured on different channels, the set of equipment \(i\) with the best response update is firstly calculated as:

\[ \Delta_i(t) \triangleq \{ \hat{a} : \hat{a} = \arg\min_{a_i \in A_i} Z_i(\mathbf{a}, \mathbf{a}_{-i}(t)), Z_i(\hat{a}, \mathbf{a}_{-i}(t)) < Z_i(\mathbf{a}(t), \mathbf{a}_{-i}(t)) \} \]

If \(\Delta_i(t) \neq \emptyset\) means that the \(i\)-th terminal user can improve the decision, the \(i\)-th terminal user will send a decision update request to the wireless base station. If \(a_i(t) = 0\), it means that the \(i\)-th end user continues to maintain the original unloading decision, i.e., \(a_i(t + 1) = a_i(t)\). The wireless base station randomly selects one of all the terminal users who send the update request, and sends the update permission to the terminal. The terminal will update the decision to \(a_i(t + 1) \in \Delta_i(t)\) in the next time slot. All the terminals that have not received the update permission shall maintain the original decision.

5. Simulation Results and Analysis

5.1 Simulation Scenarios and Parameter Settings

This section uses MATLAB simulation software to verify the performance of the algorithm proposed in this section, and compares it with algorithms proposed in reference [19] and reference [20]. The
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Experiment is conducted on Win10 operating system with 8 G memory and Intel Core i7-8750H CPU @ 2.21 GHz. All simulation results are averaged over 500 independent simulations.

The system scenario is set in such a way that mobile users and MEC servers are randomly distributed in a circular area with a radius of 100 meters. The largescale channel fading model is $PL = d_{i,k}^\theta$, where $d_{i,k}$ is the straight line distance between user $i$ and MEC server $k$. The number of users is set to 30, and the number of MEC servers is set to 10. The Rayleigh fading is used as a small scale channel fading model. The constants $k_0$ and $k_1$ for the local CPU and the MEC server CPU are set to $k_0 = 1 \times 10^{-24}$ [30] and $k_1 = 1 \times 10^{-26}$ [31], respectively. In addition, other simulation parameters can be found in Table 1 unless otherwise specified.

5.2 Simulation Results

By identifying the Nash equilibrium state, the convergence of the proposed algorithm is analyzed, as shown in Fig. 2. As can be seen from this figure, with the increase in the number of iterations, the energy consumption shows a linear decreasing trend. At the number of 30 iterations, the proposed algorithm can achieve the Nash equilibrium. In other words, it can converge after a finite number of iterations.

Table 1. Simulation parameter settings

<table>
<thead>
<tr>
<th>MEC system parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subcarrier width</td>
<td>$B_N = 15$ kHz</td>
</tr>
<tr>
<td>Background noise</td>
<td>$\delta^2 = -75$ dBm</td>
</tr>
<tr>
<td>Maximum transmission power</td>
<td>$P^m = 600$ mW</td>
</tr>
<tr>
<td>Input data size</td>
<td>$D_i = 1000$ bits</td>
</tr>
<tr>
<td>Task computational complexity</td>
<td>$X_i \in [1000,1200]$ cycles/bits</td>
</tr>
<tr>
<td>Task execution delay constraints</td>
<td>$\tau_i \in [9,10]$ ms</td>
</tr>
<tr>
<td>User CPU frequency</td>
<td>$f_{i,loc} \in [0.6,0.7]$ GHz</td>
</tr>
<tr>
<td>MEC server frequency</td>
<td>$f_{k,ser} \in [1.1,1.2]$ GHz</td>
</tr>
</tbody>
</table>

Fig. 2. Algorithm convergence analysis.

Fig. 3 evaluates the task execution cost, and compares our proposed algorithm with the algorithms in [19] and [20] under different conditions of noise power (background noises are -75, -80, -85, and -90 dBm, respectively); the relationship between task execution overheads and different amounts of task
input data is illustrated.

Fig. 3 shows that the task execution cost of our proposed strategy and the algorithms proposed in [19] and [20] all increase with the amount of task input data. As the increase in the amount of input data increases task execution delay and increases task execution energy consumption, this in turn will increase the task execution overheads. Furthermore, the task execution cost of the proposed algorithm is better than the task execution cost of algorithms proposed in [19] and [20]. The reason is that the algorithms proposed in [19] and [20] aim to optimize the task execution delay, which may lead to higher task execution energy consumption and increase the task execution overheads. The algorithm proposed in this paper models the distributed computation offloading decision between the mobile equipment as a multi-user computation offloading game, achieving a balance between the user diversity and the MEC server diversity.

Fig. 4 demonstrates the relationship between task execution overheads and the computing power of MEC servers, and shows the comparison among the algorithms proposed in [19] and [20]. It can be seen from this figure that the task execution cost of our proposed algorithm as well as of [19] and [20] all decrease with the increase of the computing power for MEC servers. The reason is that increasing the computing power of MEC servers can improve the task execution performance and reduce task execution overheads. By comparing the curves obtained by the three algorithms, it is evident that our proposed algorithm is superior to the algorithms proposed in [19] and [20].

**Fig. 3.** The relationship between task execution overheads and task input data in different noises: (a) -75 dBm, (b) -80 dBm, (c) -85 dBm, and (d) -90 dBm.
Fig. 4. The relationship between task execution overheads and the computing power of MEC servers.

Fig. 5 compares the relationship between the algorithm task execution cost and the number of requested users of our proposed algorithm and the two proposed in [19] and [20]. As can be seen from this figure, as the number of requested users increases, the task execution overheads increase. Compared with other algorithms, the proposed algorithm has the lowest task execution cost. The reason is that the proposed algorithm offloads mobile node's own computing tasks to edge servers. It comprehensively considers several factors, for example, energy consumption, delay, cost, resource usage, contribution or profit of different types of tasks, and reduces the overall overheads of computation offloading. This allows multi-users to efficiently perform the computational offloading under the game model. The performance gap of each algorithm increases as the number of requested users increases. The reason is that when the number of requested users increases, the resource competition at MEC servers will cause the system performance to decrease.

Fig. 5. The relationship between task execution cost and the number of requested users.

The algorithm designed in this paper first calculates the unloading weight, and then the distributed time slot is iterated to update the unloading decision. In summary, our proposed algorithm can effectively increase the number of useful decision-making users, and can achieve the balance by a limited number of iterations. Under the Nash equilibrium, the final decision strategy shows self-stability. The user has
no incentive to unilaterally change decisions, serving as a relatively stable final offloading decision plan for this period of time. At the same time, the proposed algorithm is superior to several other offloading algorithms in terms of the number of users and overall overheads for beneficial decision-making.

6. Conclusion

This paper discusses offloading strategies in a multi-user and multi-server scenario. In a resource-constrained system, we propose a multi-user and multi-server MEC task offloading algorithm based on cost optimization. The algorithm is verified by simulation experiments, and simulation results show that our proposed algorithm has a good offloading performance. In terms of the number of users and overall overheads for beneficial decision-making, the algorithm is superior to several other computation offloading algorithms. Notwithstanding, there are still a few problems that need further discussion and optimization. This paper assesses the task offloading weight by calculating the reward of tasks. The weight is mainly used to investigate the decision of mobile equipment to calculate locally or offload to edge servers. There is hardly any study of the impact of offloading weight in the case of performing service migration when the edge server has insufficient computing power. Therefore, it is suggested that future work can address the issue of service migration, and discuss the impact of offloading weight during service migration.
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