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Abstract
Using a rich resource language to classify sentiments in a language with few resources is a popular subject of research in natural language processing. Burmese is a low-resource language. In light of the scarcity of labeled training data for sentiment classification in Burmese, in this study, we propose a method of transfer learning for sentiment analysis of a language that uses the feature transfer technique on sentiments in English. This method generates a cross-language word-embedding representation of Burmese vocabulary to map Burmese text to the semantic space of English text. A model to classify sentiments in English is then pre-trained using a convolutional neural network and an attention mechanism, where the network shares the model for sentiment analysis of English. The parameters of the network layer are used to learn the cross-language features of the sentiments, which are then transferred to the model to classify sentiments in Burmese. Finally, the model was tuned using the labeled Burmese data. The results of the experiments show that the proposed method can significantly improve the classification of sentiments in Burmese compared to a model trained using only a Burmese corpus.
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1. Introduction

Deep neural networks have delivered good results in the classification of sentiments in English because a large number of corpora with labelled data for English are available. However, for languages, such as Burmese (“Burmese” means the same as “Myanmar”) [1], which are not widely spoken, only a small amount of labeled data can be obtained by collecting and manually labeling corpora in the language. Thus, the training data were insufficient in volume, which affected the accuracy of the classification of sentiments in Burmese.

Most currently available methods for analyzing the sentiments of texts are based on sentiment rules [2,3] and deep learning methods [4]. Sentiment rules are based on natural language processing technology that uses sentiment knowledge to classify tendencies toward sentiment in the textual content. For example, Ohana and Tierney [3] used the universal sentiment dictionary SentiWordNet to identify sentiment words in texts and calculate sentiment scores. Hatzivassiloglou and McKeown [4] claimed that junctions that connect adjectives can discriminate the sentiment-based tendencies of adjectives. Because the natural
language processing technology used in such methods is not sufficiently advanced, it is important to construct a knowledge base for sentiments and rules of sentiment classification in advance; however, this imposes significant limitations on the development of methods based on sentiment knowledge.

With the use of deep learning in major breakthroughs in many natural language processing problems in recent years, scholars have introduced deep learning models for sentiment analysis tasks. A growing number of researchers are using semi-supervised learning methods to reduce dependence on labeled samples. For example, co-training [5], label propagation (LP) [6], and deep learning [7] have achieved good results. The authors proposed a collaborative training algorithm based on the double-view bag-of-words representation that automatically constructs antisense comments and models the comment text through a pair of opposite-view bag-of-words representations [5]. Chen et al. [6] proposed a knowledge verification model that integrates knowledge transfer using sentiment knowledge from resource-rich languages to identify the polarity of sentiments in texts in low-resource languages. This study aimed to prevent erroneous knowledge by distinguishing highly trustworthy knowledge. Ruangkanokmas et al. [7] proposed a semi-supervised learning algorithm called a deep dependency network with feature selection to reduce noise and redundant vocabulary in sentiment classification algorithms.

Using labeled data from resource-rich languages to automatically detect the polarity of sentiments in unlabeled data in the target language can solve the problem of classifying sentiments in resource-scarce languages [8-12]. For example, Wan [8] used machine translation to translate training comment texts in English into text in Chinese, translated unlabeled comments into Chinese, and jointly trained two sentiment features for cross-language sentiment analysis. Lin et al. [9] proposed a cross-language joint aspect/sentiment (CLJAS) model to perform sentiment analysis of a target language using the knowledge learned from the source language. The CLJAS model detects the emotions of the two languages by integrating emotions into a cross-language topic model framework. Chen et al. [10] proposed an adversarial deep averaging network (ADAN1) to transfer knowledge learned from labeled data in a resource-rich source language to a resource-poor language for which only unlabeled data are available. Zhou et al. [11] proposed a representation-learning approach that simultaneously learns vector representations for texts in both source and target languages. With the rapid development of neural networks, increasing attention has been paid to other aspects of sentiment analysis tasks, such as graph-network-based sentiment analysis [12], fine-grained sentiment analysis [13], and triple-based sentiment analysis methods [14]. These tasks are fundamental monolingual sentiment analyses.

However, the above models divide annotated data and unlabeled data into different models, and most rely on machine translation without considering the resulting loss in the correlation between the models owing to errors occurring during translation. Accordingly, in this study, we propose a classification of sentiments for Burmese based on transfer learning. The proposed classification method uses rich labeled data from sentiment classification in the English language.

2. Method of Burmese Sentiment Analysis based on Transfer Learning

As shown in Fig. 1, training the sentiment classification model in Burmese can be divided into three steps.
(1) Pre-training the sentiment classification model in English.
(2) Training the sentiment classification model in Burmese using the parameters of the English sentiment classification model by incorporating the features of the former into the semantic space of the latter, obtaining the classification of sentiments of Burmese, and 
(3) Using tagged data to tune the Burmese model.

Using the word vector conversion tool word2vec, the English sentence was expressed as word vectors, and the vector form corresponding to the input to the convolutional neural network (CNN) was thus established. The features of a sentence are extracted by the CNN to obtain an effective feature representation and a convolutional nerve. The features extracted by the network are max-pooled to obtain the most valuable part, and the softmax layer outputs the classification of sentiments according to probability. The classification of English sentiments was improved by pre-training the model. The Burmese word vector was integrated into the semantic space of English through mapping. For a merged Burmese sentence, the parameters between the corresponding pairs of network layers are shared in the same way, and a sentiment classifier for Burmese is obtained. Finally, we use Burmese data with sentiment markers to tune the model.

Li et al. [14] trained a neural network using a combination of data from a main language and an auxiliary language. In contrast to this method, all layers of our cross-language deep learning model were shared by building a mapping between the English and Burmese bilingual word vectors. This implies that we have incorporated the features of Burmese into English. The two languages already have a certain similarity because information can be shared to improve the accuracy of the classification of sentiments in Burmese.

Fig. 1. Overall architecture of our model.

2.1 Pre-training English Sentiment Classification Model

2.1.1 Extracting features of the convolutional layer of English model

Because a CNN can obtain contextual features of vocabulary, it can help obtain effective feature representations. However, for natural language processing tasks, the input is not a pixel of an image but
a sentence represented by a matrix. The convolution operation of the target matrix obtains each local feature and combines the feature vectors to obtain the feature vector of the target matrix. In pre-training the English network, the input is an English sentence \( X \) characterized as a sentence vector matrix \([CW_1, CW_2, ..., CW_n]\) consisting of the word vector of the sentence. Each row in the matrix represents an English word vector \( CW \), and \( n \) represents the number of words in the sentence. The vector representation can be obtained by combining contextual information and new English sentences. As in the method proposed by Wang et al. [16], our convolution operation contains a filter \( W \) that causes the \( CW \) vectors to generate a new feature \( Z \):

\[
Z = W_i X_i
\]  

(1)

Here, \( W_i \) is the \( i \)-th input matrix and \( i \)-th instance, and \( W_j \) is the \( j \)-th filter in the convolution operation \((1 \leq j \leq 30)\). When extracting Burmese features, all filters \( W \) share the extraction parameters, which significantly reduces the number of parameters in the learning process. After passing through the filter \( W \), the corresponding characteristic output \( Z \) is obtained. To obtain the most useful information from eigenvector \( Z \), we perform a max-pooling operation on \( Z \):

\[
m_s = \max(Z_s), 0 \leq s \leq j
\]  

(2)

The feature vector of an English sentence automatically synthesizes a linear vector. To learn more complex features, we designed a nonlinear layer and selected a rectified linear function (ReLU) as an activation function. In training the sentiment classification model of English, using the sigmoid function when the random initial network weight is too large causes network training to become unstable; however, using the ReLU activation function can effectively prevent the weight from being too large or too small. The activation function can be written as

\[
g = \max(0, W_y, T)
\]  

(3)

Here, \( W_y \) is a linear transformation equation that maps the vector \( T \) to the hidden layer and uses the ReLU activation function to obtain \( g \), which denotes a higher level of the characteristics of English speech syllables.

2.1.2 Attention mechanism

Following convolution, the attention mechanism is used to obtain the feature information of different important programs to improve classification accuracy [15]. The attention text was used here.

\[
s_i = \text{fun}(x_{ij}, U_i)
\]  

(4)

\[
a_i = \frac{\exp(s_i)}{\sum_{i=1}^{n} s_i}, 1 \leq i \leq n
\]  

(5)

\[
\text{att}_i = \sum_{i=1}^{n} a_i \cdot x_i,
\]  

(6)
where $x_{ij}$ represents a sentence, $U_l$ represents the label corresponding to this sentence, $\text{fun}$ represents a forward network with a hidden layer, and $s_i$ and $a_i$ represent the importance of the corresponding words in the text.

### 2.1.3 Output layer of English sentiment classification

To estimate the classification of the sentiment expressed in each input English sentence $X$, the predicted output of the softmax layer is:

$$ o = W_p(g \otimes a_i), $$

where $W_p$ is a linear transformation equation, vector $g$ and attention text $a_i$ are fully connected and mapped to the output layer, and $\otimes$ indicates a fully connected operation. Each output $o$ is the sentiment score of the input English sentence vector matrix $X$, and there are two predictions of 0 and 1. If the score is 0, the relevant English sentence represents negative sentiment; if the score is 1, the relevant English sentence expresses positive sentiment.

### 2.1.4 Defining the English sentiment classification model losses to solve the model

Finally, the probabilities of the positive and negative terms are obtained through the softmax layer, and the highest probability is used as the label for English sentiment classification.

$$ p(Xci) = \frac{e^{o_{ci}}}{\sum_k e^{o_{ck}}}. $$

The final label $U_c$ is obtained according to the calculated probability. If the positive sentiment value is greater than the negative sentiment value, $U_c$ is a positive sentiment and vice versa. As with English sentiment classification, cross-entropy is used as a loss function.

$$ \text{loss}_{ly} = \text{CrossEntropy}(U_c, \bar{U}_c), $$

where $U_c$ is the sentiment rating of the model and $\bar{U}_c$ is the tag of the relevant sentence. By finding a loss in the model, all its parameters are updated in reverse such that they are closer in value to the data for the classification of English sentiments. The cross-entropy alone was used as the loss function. During the update, the values of the parameters may be too large or small. Therefore, the parameters of the L2 canonical constraint model were used here by increasing the regularity constraints. The parameters in the model include the English sentence vector $x$ input to the model and the weight matrices $W_j, W_y, W_p$. The loss in classifying sentiments in English can then be expressed as

$$ \text{loss}_{ly} = \text{CrossEntropy}(U_c, \bar{U}_c) + (W_j)^2 + (W_y)^2 + (W_p)^2. $$

A stochastic gradient descent algorithm was used to solve the model to obtain the minimum loss of the sentiment classification model in English. Once the model converges, its parameters $W_j, W_y, W_p$ were obtained for sentiment analysis in English, and fixed to obtain $W_{cy}, W_{cy}, W_{cp}$. These parameters were also used in the model to classify the sentiments in Burmese.
2.2 Fusing Training of Burmese Classification Model using Features for English Sentiment Classification

The parameters are used as the initialization parameters for sentence sentiment classification in Burmese. Using the mapping relationship between English and Burmese, the latter language is mapped onto the space of the former, and the characteristics of sentiment classification in English are used to compensate for the lack of features in Burmese. Finally, the model parameters were updated using the loss.

2.2.1 Bilingual vectorization representation

The English-Burmese bilingual word vector map and bilingual sentence mapping between English and Burmese were used to establish the relationship between sentences in the languages. This reduces the difference between languages and avoids performance degradation during the feature transfer. The use of mapping can also complement information that is absent from the classification of sentiments in Burmese. The Burmese sentence input to the model consisted of words. The word vector of each Burmese word is $M_W$ and the target sentence matrices are $[M_W, M_{W1}, \ldots, M_{W5}]$.

The crucial step in learning bilingual word-vector mapping is to establish a mapping relationship of words through a bilingual dictionary. Words that do not appear in the dictionary are then used to find the target words according to the constructed word-mapping relationship. In our model, Mikolov’s method was used in a nested loop [17]. Each time a loop is executed, the dictionary is updated and used to train the mapping relationship, until the model converges.

In Fig. 2, $X$ represents the distribution of the word vectors of Burmese in the Burmese semantic space, and $Z$ represents the distribution of the word vectors of English in the English semantic space. Using an initial English-Burmese dictionary, the spatial distances between pairs of translated words in the dictionary were minimized, and a transformation matrix $W$ was learned. The word vectors of Burmese were then mapped into the semantic space of English using $W$, and the dictionary was supplemented. Using this new dictionary, the spatial distances between the translated words in the dictionary were minimized again and the transformation matrix $W$ was relearned to further expand the dictionary. This iteration stops when the dictionary does not expand in size during the successive iterations.

![Fig. 2. Establish bilingual word vector mapping.](image-url)
A self-learning English-Burmese training framework is proposed in this study. **Input:** A single-word vector trained by two languages in their respective corpora. $X$ is the original language, $Z$ is the target language, and $D$ is the bilingual dictionary. The process is as follows.

a) Iteration (through the iterative process, constantly expand the dictionary).

b) Spatial mapping matrix $W$ obtained by $(X, Z, D)$ training.

c) Expand dictionary $D$ by $(X, Z, W)$ until the model converges.

d) Until the model converges.

e) Evaluation dictionary $D$.

### 2.2.2 Extracting features of Burmese sentences through convolution layers

The convolution operation of the target matrix obtains each local feature and combines the feature vectors to obtain the feature vector of the target matrix. In pre-training the English network, the input is a Burmese sentence $X$ characterized by a sentence vector matrix $[CW_1, CW_2, ..., CW_n]$ consisting of the word vector of the sentence. Each row in the matrix represents an English word vector $CW$, and $n$ represents the number of words in the sentence. The representation of the vector can be obtained by combining the contextual information of the syllables into new Burmese sentences. Using the same model as for English, the parameters of the convolution network filter $CW$ were used to convolute the sentence vectors of Burmese, the features were extracted, and a new vector $m_w$ was generated

$$Z_B = W_{cj}X_{Bi}, \tag{11}$$

where $X_{Bi}$ is the $i$th Burmese sentence input to the model, and $W_{cj}$ represents the well-trained parameters of the English model. Parameters that have been trained on the English model are not changed here, and the vectors of Burmese sentences are convoluted to extract their features. The same parameters were used in English ($1 \leq j \leq 30$). Once the sentences pass the filter $W_{cj}$, a corresponding characteristic output $Z_{Bs}$ is obtained. To obtain the most useful information from the feature vector $Z_{Bs}$, we perform the same max-pooling operation as in English:

$$m_{Bs} = \max(Z_{Bs}), 0 \leq s \leq j \tag{12}$$

For the most valuable information, $m_{Bs}$, the ReLU activation function used for sentiment classification in English was employed:

$$g_B = \max(0, W_{cy}T), \tag{13}$$

where $W_{cy}$ is the linear transformation equation. Vector $T$ is mapped to the hidden layer, and the ReLU activation function is used to obtain $g$, which represents the characteristics of higher-level Burmese sentences.

### 2.2.3 Attention mechanism

Following the convolution operation, the attention mechanism is used to obtain feature-related information on important programs to improve the accuracy of classification. The attention text is used to indicate the following.


\[ s_i = \text{fun}(x_{ij}, U_i) \quad (14) \]

\[ a_i = \frac{\exp (s_i)}{\sum_{i=1}^{n} s_i}, 1 \leq i \leq n \quad (15) \]

\[ \text{att}_i = \sum_{i=1}^{n} a_i \cdot x_i. \quad (16) \]

Here, \( x_{ij} \) represents a sentence, \( U_i \) represents the label corresponding to this sentence, \( \text{fun} \) represents a forward network with a hidden layer, and \( s_i \) and \( a_i \) represent the importance of the corresponding words in the text.

### 2.2.4 Updating model parameters through Burmese sentiment classification loss

The extracted Burmese sentences pass through the softmax layer and are assigned a Burmese score for each category under the model.

\[ a_B = W_Cp(g_B \otimes a_i). \quad (17) \]

Finally, the probabilities of the positive and negative terms are obtained through the softmax layer, and the term with the highest probability is chosen as the label for sentiment classification in Burmese.

\[ p(X_{Bb}) = \frac{e^{a_{Bi}}}{\sum_{k=1}^{\ell} e^{a_{Bk}}} \quad (18) \]

The final tag \( U_B \) was obtained based on probability. If a positive emotion is greater than a negative emotion, \( U_B \) is a positive sentiment, and vice versa. As with sentiment analysis in English, cross-entropy was used as a loss function.

In the training process of the classifier for Burmese, the parameters that were trained in the space of the model for English sentiments were used as the initial parameters. The loss in this model is inversely updated according to its value. This model was applied to the sentiment analysis of the Burmese people.

\[ \text{loss}_{xy} = \text{CrossEntropy}(U_B, U_B) + (W_{Bj})^2 + (W_{Bx})^2 + (W_{Bp})^2. \quad (19) \]

### 2.2.5 Model tuning

After mapping Burmese to English, although the result has the semantic features of English, there are deviations. Therefore, a small-scale Burmese training model was used to obtain the loss in the sentiment classification of Burmese, and was solved by minimizing the loss. In the Burmese sentiment classification update parameters \( W_{Bj}, W_{Bx}, W_{Bp} \), through the formula (19) constraint model when fitting the Burmese sentiment analysis features, the model cannot be infinitely close to Burmese features. The set of annotations in Burmese is only a small part; thus, a constraint is implemented to avoid overfitting. The Burmese sentences were mapped into the semantic space of English, with similar semantic features as English, but with subtle differences. By learning this difference, the model could perform better in classifying sentiments in Burmese.
\[(W_B - W_{Cj})^2 + (W_{BY} - W_{CY})^2 + (W_{BP} - W_{CP})^2. \] 

Finally, the loss of sentiment classification in Burmese can be expressed as:

\[\text{loss}_{La} = \text{crossEntropy}(u_B, \bar{u}_B) + (W_B - W_{Cj})^2 + (W_{BY} - W_{CY})^2 + (W_{BP} - W_{CP})^2. \]

Negative transfer is an important factor that affects the performance of the model. In our study, we mainly artificially evaluated and corrected the negative data. In the constructed English-Burmese parallel data, we adopted professional manual data correction and annotation.

3. Experiment

3.1 Experimental Data

The labeled corpus used for sentiment classification in English was obtained from English sentiment analysis data. As shown in Table 1, 50,000 English sentences are used. Their polarity indicates semantic tendencies. The data for Burmese sentiment classification were obtained from an artificially constructed labeled dataset consisting of 15,000 English-Burmese sentences. Examples of partially constructed English-Burmese parallel sentence pairs are provided in Table 2.

<table>
<thead>
<tr>
<th>Table 1. Details of dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>English</strong></td>
</tr>
<tr>
<td>Train data</td>
</tr>
<tr>
<td>Test data</td>
</tr>
<tr>
<td>Validation data</td>
</tr>
</tbody>
</table>

3.2 Experimental Methods and Evaluation Indicators

The Burmese language is resource-poor in terms of its labelled datasets. There is no public dictionary of sentiment-related words. This study used feature transfer (Att-CNN-Trans) [18] to exploit the advantages of an English corpus, specifically sentiment analysis in English, for sentiment classification in Burmese to compensate for the scarcity of Burmese corpora.

To verify the effectiveness of the proposed method, comparative experiments were designed:

1. Traditional SVM [19] and linear regression (LR) [20] were used for comparison with the proposed method. CNN, LSTM, BILSTM, and fastText [21] were used to train 10,500 labeled Burmese sentences, which did not use an English labeled set to pre-train the model and did not map Burmese sentences to English.
2. Att-BiLSTM [22] was used to train the 10,500 labeled Burmese sentences.
3. CNN-Trans was used to train the 10,500 labeled Burmese sentences. A labeled dataset of English was used to pretrain the model, and Burmese sentences were mapped to English. However, an attention mechanism was not used.
4. Att-CNN was used to train 10,500 labeled Burmese sentences. A labeled dataset of English was used to pretrain the model, and Burmese sentences were mapped to English. An attention mechanism was also used.
Table 2. Examples of English-Burmese sentences

<table>
<thead>
<tr>
<th>ID</th>
<th>English</th>
<th>Burmese</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>The parents welcome the prodigal son with open arms.</td>
<td>အြပင်တွင်သံ/g509းြဖ/g511န်းေပျာ်ပါး/g433ပီးအိမ်ြပန်လာေသာ/g511သားကိ/g509မိဘတိ/g509့က/g509းေထွးစွာ/g499လက်ကမ်း/g435ကိ/g511ဆိ/g509/g429ကသည်/g509။</td>
</tr>
<tr>
<td>2</td>
<td>I would be happy to sell you oil, said the false merchant.</td>
<td>ခင်ဗျားကိ/g509ဆီ/g509ေရာင်း/g509ဖိ/g509့/g509ေပျာ်တာေပါ့/g511ဟ/509က/509န်သည်/g509အတ/509က/509ေြပာတယ်/g509။</td>
</tr>
<tr>
<td>3</td>
<td>I could only imagine that my life would be full of darkness, sadness and hopelessness.</td>
<td>က/513န်ေတာ့်/g509ဘဝတစ်ခ/509လံ/g509း/g509ဝမ်းနည်းမ/746ေတွ/g514ာ်လင့်ချက်ကင်းမဲ့မ/746ေတွ/g514ာင်အတိကျသွား/g506/လိမ့်မယ်/g509/လိ/509့/g509/က/513န်ေတာ်/g509/ထင်လိ/509က်မိပါေတာ့တယ်/g509။</td>
</tr>
<tr>
<td>5</td>
<td>Scientists don't really know why we cry when we're unhappy or hurt or sometimes even joyful.</td>
<td>က/513န်ေတာ်/စိတ်မချမ်းသာ/တဲ့အခါ/သိ/509/မဟ/509/တ်/ပျာ်/တဲ့အခါ/ဘာ/509/ကာင့်/ငိ/509/သလဲဆိ/509/တာ/သိပ/551/ံပညာ/505/506/င်ေတွက/509/တကယ်က/509/မ/509/သိ/509/သးပါဘ/510/။</td>
</tr>
</tbody>
</table>

In our experiments, we followed the standard evaluation indicators. The accuracy was calculated as follows:

\[
A = \frac{\text{The number of sentences correct classified under this sentiment}}{\text{The number of all the sentences in the sentiment}} \times 100\%.
\] (22)

3.3 Hyperparameter Setting and Training

For the network structure used here, ReLU was used as the activation function, and multiple sets of convolution kernels were used for training. Filter windows of sizes three, four, and five were used, and the number of convolution units per filter was 100. The number of units in the hidden layer was 300, the output layer was classified by softmax, and dropout was used in the training process to prevent overfitting. Finally, the random gradient descent algorithm was used to update the weights.

3.4 Experimental Results and Analysis

**Experiment 1:** The results of five-fold cross-validation.

To evaluate the effect of the proposed model, all the data in the experiment were equally divided into five parts: one part was selected as the test corpus, and the other four parts were used as the training corpus. The evaluation results of the model and the experimental results are listed in Table 3, where the experimental average accuracy is 73.72%, which is the experimental effect of the proposed model.

Table 3. Results of five-fold cross-validation

<table>
<thead>
<tr>
<th>ID</th>
<th>Corpus allocation</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>The first is the test, and the other four are the training</td>
<td>73.12</td>
</tr>
<tr>
<td>2</td>
<td>The second is the test, and the other four are the training</td>
<td>74.05</td>
</tr>
<tr>
<td>3</td>
<td>The third is the test, and the other four are the training</td>
<td>73.45</td>
</tr>
<tr>
<td>4</td>
<td>The fourth is the test, and the other four are the training</td>
<td>73.89</td>
</tr>
<tr>
<td>5</td>
<td>The fifth is the test, and the other four are the training</td>
<td>74.10</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>73.72</td>
</tr>
</tbody>
</table>
**Experiment 2:** Traditional machine learning methods and deep learning models for sentiment classification on the same test set.

As shown in Table 4, BiLSTM neural networks were more accurate than single-layer LSTM, indicating that the use of contextual information and consideration of time series can yield better solutions to the problem of classifying sentiments in text.

The CNN neural network model was not as effective as the LSTM neural network on sentiment analysis. A comparison of the results shows that CNN can be used to analyze text information, in addition to its benefits in image processing. The fastText had the lowest accuracy, but its model was simple and training was fast.

**Table 4.** Experimental results of traditional machine learning methods and deep learning models on the Burmese sentiment classification

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>52.14</td>
</tr>
<tr>
<td>LR</td>
<td>54.76</td>
</tr>
<tr>
<td>Fasttext</td>
<td>56.33</td>
</tr>
<tr>
<td>CNN</td>
<td>64.11</td>
</tr>
<tr>
<td>LSTM</td>
<td>64.45</td>
</tr>
<tr>
<td>BiLSTM</td>
<td>67.44</td>
</tr>
<tr>
<td>Att-CNN-Trans</td>
<td>73.72</td>
</tr>
</tbody>
</table>

**Experiment 3:** Ablation study

In the ablation experiment, we used CNN, attention, and BiLSTM mechanisms to perform sentiment analysis on Burmese. The specific comparison results are shown in Fig. 3.

As shown in Fig. 3, the Att-BiLSTM neural network model was not as effective as the Att-CNN neural network when applied to sentiment analysis. A comparison of the results shows that CNN is better at capturing local features than BiLSTM. Local features are important for sentiment analysis of sentences. The Att-CNN-Trans model used here introduced the attention mechanism of the convolutional neural network, whereas the CNN-Trans model did not. The attention mechanism can be used to target sentiment-related features in the extracted textual features, which is why the model yielded better classification performance than the CNN on the validation and test sets. The Att-CNN-Trans mode used...
transfer learning in the CNN-based attention mechanism, whereas the Att-CNN model did not use an English labeled set to pre-train the model and did not map Burmese sentences to English; the accuracy was also improved because the classification of sentiments in Burmese lacks a labeled corpus. For transfer learning, cross-lingual sentiment features are learned by sharing the neural network layer parameters of the English sentiment analysis model, which can assist in the classification of sentiments in Burmese.

4. Conclusion

To solve the problem whereby the current classification of sentiments in Burmese is hindered by a lack of labeled corpora, this study proposes a method for the analysis of sentiments in Burmese text based on transfer learning. Cross-lingual sentiment-related features were learned by sharing the parameters of the neural network layer of an English sentiment analysis model to classify sentiments in Burmese. The results of the experiments show that the proposed method can significantly improve sentiment classification in Burmese compared with the prevalent methods, achieving an accuracy of 73.72% in Burmese sentiment classification. In addition, we constructed 15,000 English-Burmese parallel sentence pairs, which provided data for related research on Burmese. In future work, we will consider more word vector methods to transfer Burmese words.
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