Benefits of the reward system in text generation
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ABSTRACT

Generative Pre-trained Transformer 2 (GPT-2) is one of the powerful language models, which records high scores in various Natural Language Processing (NLP) tasks. Especially in the text generation field, it performs like a human for writing novels and news. We introduce a GPT-2 based text generation algorithm, which by adding an optimization process using the Reinforcement Learning (RL) algorithm, Proxy policy optimization (PPO), and show that the reward system in RL can contribute to NLP and generative models for text.
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